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Figure 1: Samples generated with our diffusion tensor visualization application. (a) shows automatically clustered whole brain tracking with
assigned colors. (b) displays the optic tract (orange) and the pyramidal tract (blue) in combination with direct volume rendering of high resolution
magnetic resonance data. (c) is an example for safety estimation with the use of staggered hulls. (d) shows color encoded cluster segments of
the corpus callosum combined with MRIT 1 data.

ABSTRACT

Diffusion tensor imaging is a magnetic resonance imaging method
which has gained increasing importance in neuroscience and espe-
cially in neurosurgery. It acquires diffusion properties represented
by a symmetric 2nd order tensor for each voxel in the gathered
dataset. From the medical point of view, the data is of special
interest due to different diffusion characteristics of varying brain
tissue allowing conclusions about the underlying structures such
as white matter tracts. An obvious way to visualize this data is
to focus on the anisotropic areas using the major eigenvector for
tractography and rendering lines for visualization of the simulation
results. Our approach extends this technique to avoid line represen-
tation since lines lead to very complex illustrations and furthermore
are mistakable. Instead, we generate surfaces wrapping bundles of
lines. Thereby, a more intuitive representation of different tracts is
achieved.
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1 INTRODUCTION

With the growing availability of diffusion tensor imaging (DTI)
data [3], the need for comprehensive visualization is increasing.
Especially, neurosciences are interested in meaningful 2D and 3D
representations of this data since it allows additional conclusions
about brain tissue supporting standard magnetic resonance imag-
ing (MRI) sequences. DTI delivers information about nerve tracts
(white matter tracts), such as the optic and pyramidal tract, which
serve as connections between different areas of the brain and the
spinal cord. In fact, a predominant part of the brain consists of such
white matter. The parallel orientation of the underlying neuronal
fibers leads to anisotropic water diffusion characteristics measured
by DTI.

Fiber tracking approaches have become a widely accepted vi-
sualization technique for DTI evaluation indicating the location
of white matter tracts within the human brain. In neurosurgery,
fiber tracking results help to make diagnosis and therapy planning
safer [25]. During surgery the integration of the tract information
into the neuronavigation system allows more precise identification
of critical nerve structures. Thereby, a visualization of the data is
blended over the real situation seen through the microscope. In or-
der to avoid disturbance of a clear view onto the operating field it is
necessary to simplify the structure of the displayed objects.

Up to now, research has focused on reconstructing fiber tracts
based on different approaches such as streamline tracking [2], ten-
sor deflection [21] and tensor lines [30]. Another class of algo-
rithms incorporates probabilistic information [4] or tries to recon-
struct a continuous representation of the data [27].

From a surgical point of view the representation of white matter
tracts is still insufficient and single streamlines are of minor inter-



est. However, the whole fiber bundle taking into account the hull
of the tract is highly relevant for planning since it shows the transi-
tion to functionally important structures which have to be prevented
from injury in any case. A hull encompassing all fibers of a certain
tract would at the same time show the course and the extent of the
corresponding nerve structure such as the pyramidal tract.

In order to improve application in neurosurgery we present a
new technique to support the identification of nerve tract borders.
Based on tractography results, our approach generates surfaces cor-
responding to the underlying nerve tracts. This is achieved by de-
termination of a subset of fibers out of the complete tracking which
is related to a certain nerve tract. Subsequently, the proposed algo-
rithm wraps the specified fibers with a surface that represents the
transition between nerve tract and surrounding tissue.

The paper is organized as follows: In Section 2 related work is
presented. Section 3 gives an introduction to the DTI data. Sec-
tion 4 comprises the preprocessing steps tracking and bundling.
Section 5 describes the presented algorithm. Visualization tech-
niques are presented in Section 6 and discussed in Section 7.

2 RELATED WORK

Several approaches have been developed to access the information
contained in DTI data. The easiest way is the visualization using
2D slices [12, 26]. Thereby, the principle eigenvector related to
the largest eigenvalue of each tensor is directly mapped to RGB
color space. This is a very popular strategy since the images are
directly related to well known slice images from MRI and computed
tomography (CT).

Slice images with additionally encoded direction information are
still hard to interpret. Therefore, 3D approaches have been devel-
oped widening the abilities to explore the data but simultaneously
complicating interpretation due to arbitrary viewing direction oc-
clusion and other difficulties. Furthermore, the higher dimension
of tensor data is challenging when compared to scalar volume data.
This has encouraged a variety of different strategies such as the
visualization of each single tensor by rendering glyphs in various
shapes [32, 17, 13]. Another approach is volume rendering for ten-
sor data [18, 19]. Thereby, tensor information is encoded to tex-
tures, which allows mapping of color and opacity for shading. Both
strategies attempt to convey as much information as possible by uti-
lizing the diverse features of the techniques like shape, size, color
and transparency. This can easily lead to overloaded visualization.

Tractography, the probably best known strategy, reduces the data
to the principal eigenvector, similar to color mapping in 2D. By
incorporating streamline techniques known from flow visualiza-
tion [6], an intuitive representation of DTI data is provided since
the structures of interest are fiber tracts and the resulting lines are
good analogons. This is reflected in many works which are focused
on this strategy [2, 22]. To improve visual perception, lines were
extended to streamtubes [34] which can provide a better overall
impression. Hyperstreamlines [8, 33] finally add mutable spatial
structure to streamlines which increase the information content of a
single line.

In order to assist the user to further explore DTI data, approaches
have been proposed to cluster lines [5, 10]. Due to the complexity
of the underlying structure, it is hard to identify single tract systems
without visual support. Clustering strategies use analytical methods
to group sets of lines. This provides the necessary visual support
using color encoding to emphasize their context.

Finally, those clusters can be surrounded by a hull showing the
border of the nerve tract as presented by Ding et al. [9]. Aiming
at the generation of hulls, this approach starts from a seed point
region, further on determines corresponding fiber segments and fi-
nally generates a convex hull. Contrary to that, we do not require a
2D seed point plane but works with arbitrary bundles.

3 IMAGE DATA

The idea of DTI is the acquisition of the diffusion property of water
molecules instead of their quantity and binding, known from com-
mon MR. Generally, water molecules are moving which is known
as Brownian Motion [11]. This movement is affected by cell shape
and other factors like permeability of the cell membrane and ac-
cordingly, the diffusion property is affected as well. This is of spe-
cial interest since the diffusion property allows conclusions about
the underlying tissue structure in vivo. In particular, white matter
shows a strong anisotropic diffusion characteristic which originates
from the long, cylindric cell structure of white matter. Thereby, it
can be differentiated from other brain tissues. Consequently, the di-
rection of the measured diffusion allows estimating the orientation
of neuronal fibers. High anisotropy and the corresponding major
eigenvector thereby indicate the location and course of neuronal
fibers. In contrast to that, isotropic diffusion occurs in tissue with
round cell shapes or in fluid filled cavities like the ventricles. Areas
of planar diffusion in-between can be found at fiber crossings or
branchings.

Diffusion properties are represented by a symmetric second or-
der tensor

D =
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which requires to measure at least 7 complete MRI volumes. They
are the basis for the computation of diffusion tensors. For each gra-
dient direction a diffusion weighted image is acquired. In order to
be able to specify a symmetric second order tensor, representing
the diffusion property at a voxel, 6 of the 7 datasets represent de-
fined gradient directions and one serves as an anatomical reference
without directional information [3].

All the datasets used in this work were measured using a Siemens
MR Magnetom Sonata Maestro Class 1.5 Tesla scanner. The spec-
ifications of the gradient system were a field strength of up to
40 mT/m (effective 69 mT/m) and a slew rate of up to 200 T/m/s
(effective 346 T/m/s) for clinical application. We chose a field of
view of 240 mm resulting in a voxel size of 1.875×1.875×1.9 mm3.
For each of the six gradient directions (±1,1,0), (±1,0,1), (0,1,±1)
and the reference image sixty slices with no intersection gap and
an acquisition matrix of 128×128 were measured. Additionally,
a MRIT 1 sequence (256×256×160 voxels) was consecutively ob-
tained for each patient with unchanged position of the head. This
avoided registration of the datasets for a combined examination
which would have been necessary in case of misalignment.

4 PREPROCESSING

4.1 Streamline Tracking

Streamline tracking algorithms in general have several steps in
common encompassing seed point selection, fiber propagation and
termination strategies [24]. Starting from certain seed points or re-
gions of interest (ROIs), streamline techniques are applied to prop-
agate the fiber until a stopping criterion is reached. This can either
be a threshold based on fractional anisotropy (FA) [2, 23] or curva-
ture [2]. In the first case, fiber propagation is stopped if the direction
of fastest diffusion is not well defined. The latter criterion follows
the assumption that fibers are somewhat stiff which prevents the
tracking algorithm from following unlikely paths.

For the definition of seed regions, different approaches exist:
Seeds may be automatically located in regions with high anisotropy.
If the user additionally specifies ROIs, only those fibers are dis-
played which run through the ROIs. As an advantage, fibers within
the whole brain are precomputed and can be subject to different dy-
namic queries [1]. Another approach directly positions seed points



within the ROIs which is assumed to consume less computation
time. However, if more tract systems within the same subject have
to be investigated, the first approach may be more appropriate. Ad-
ditionally, if the ROI is located in areas of higher uncertainty of dif-
fusion direction, the tracking result may be more reliable if tracking
is started in regions of high directional diffusion.

Fiber propagation is accomplished using streamline approaches
known from flow computations. In most cases, trilinear tensor inter-
polation, computation of the eigensystem and numerical integration
are used in each propagation step. To derive a tensor at an arbitrary
position within the dataset, component-wise trilinear interpolation
of the tensor entries is commonly used providing better results than
interpolation of the principal eigenvectors [19]. The computation
of the eigensystem of the interpolated tensor provides the major
eigenvector which correlates with the direction of fastest diffusion.
Euler integration propagates the streamline by advancing in this di-
rection, higher order integration schemes require repeated tensor in-
terpolation and eigensystem computation to determine the direction
of streamline propagation. We used the fourth-order Runge-Kutta
method providing sufficient accuracy for tracking. Figure 2 gives a
schematic outline of streamline propagation.

Figure 2: Schematic outline of the fiber tracking process. From a
seed point trajectories are propagated according to the underlying
diffusion direction until a termination criterion is reached.

4.2 Bundling of streamlines

Most applications based on DTI fiber tracts aim at investigating sep-
arate tract systems. In the human brain, a number of tract systems
related to specific tasks can be distinguished, e.g. the corpus cal-
losum which connects both hemispheres, the optic radiation con-
necting the optic tract and the primary visual cortex in the occipital
lobe, or the pyramidal tract running from the motor cortex down to
the spine. For extracting these tract systems two general approaches
exist (see Figure 3):

• ROIs allow separating tract systems directly during or after
tracking. According to anatomical knowledge or based on FA
maps, the ROIs are defined and used as input for fiber tracking
which returns only those fibers running through the ROIs.

• For automatic clustering of fibers from the whole brain, sev-
eral characteristics are computed for each fiber such as the
center of gravity, variance, covariance and curvature. After-
wards, fibers are clustered based on their attributes.The re-
spective fibers of the received clusters build the separated bun-
dles.

For our application we applied a strategy proposed by Brun et al. [5]
which uses the NCut [29] algorithm for clustering. However, other
clustering strategies might be applied as well.

Figure 3: Examples of a fiber bundle using ROIs (top) and clustering
using an adapted version of the approach of Brun et al. [5] (bottom)
in a healthy volunteer. In case of ROI bundling, the right pyramidal
tract (blue) and the right optic tract (green) were selected. In the
lower image only selected clusters related to prominent nerve tracts
are shown. Minor clusters are masked for convenience. Both images
are taken from the same point of view.

5 WRAPPING OF FIBER BUNDLES

In this section we describe the approach of wrapping streamlines.
First, a center line is determined, averaging the fibers of the bundle.
Thereafter, planes are specified which serve as a basis for bound-
ary curves. Finally, the constructed curves are stitched together to
obtain the final mesh forming a hull.

5.1 Center Line

The fibers received from the tracking algorithm consist of equidis-
tant points and are terminated by a starting and an end point. Ac-
cordingly, the length of a fiber equals the number of points minus 1
times the distance between two points.

The center line of a fiber bundle averages the characteristics of
the individual streamlines. It approximates the position and cur-
vature of the complete cluster. Each single point of the center-
line is computed by averaging the corresponding points of all fibers
(i.e. the starting point of the centerline is the average of all starting
points of the fibers, the second point of the centerline is the aver-



age of all second points, ..) (Figure 4 left). A serious restriction of

Figure 4: Principle generation of the center line. The average of all
corresponding points forms the base point of the center line (left).
In case of inverted lines, base point determination returns shifted
coordinates towards the center point of the fiber bundle (right).

this algorithm is that it only works if all fibers have the same num-
ber of points and direction (Figure 4 right) which is not guaranteed
by the tracking and clustering algorithms. To solve the problem of
finding corresponding points, the algorithm performs resampling to
guarantee the same number of points for all fibers. The number of
sample points was defined as average number of points based on
the original fibers. Subsequently, the sample points were linearly
interpolated.

In order to find a consistent direction between starting and end
points of the fibers for the whole cluster the algorithm starts with an
arbitrary fiber and defines its direction for the whole cluster. There-
after, the remaining fibers are adjusted after testing them against
the direction of the cluster. The correct direction of a fiber is ver-
ified by comparing both endpoints and points in the middle of the
fiber. This is necessary since in many cases cluster are of circular
shape and endpoints fan out. We computed a similarity measure m
between two fibers which is the average of the euclidian distances
of each corresponding pair of points. In the same way, the inverse
similarity measure im was defined as m with one fiber inverted. For
m larger then im the fibers have the same direction. Otherwise, they
have to be aligned.

This procedure is sufficient, if there are no fibers that turn back.
U-turns, which may be caused by tracking errors but can also be
found in certain nerve tracts, are currently detected and excluded
from the centerline computation. Up to now, this also applies to
short fibers falling below a certain length threshold.

Normally, fibers of a bundle do not start and end at the same
positions. The centerline thus leaves the center of the cluster which
is not a serious problem since the centerline is only used as a tool
for the definition of the intersection planes (see section 5.2) and is
not directly involved in the visualization process.

5.2 Boundary curves

After the determination of the center line, a basis for the final mesh
generation must be generated. This was achieved by computing
2D boundary curves, marking the desired boundary of the wrapped
tract system. For this purpose, we defined planes orthogonal to
the line. The spacing between two planes was chosen equidistant.
The distance between neighboring planes has to be small enough
to avoid distinctive discontinuities where the single segments join.
After defining the base point tb for each plane on the center line the
corresponding tangent vector is calculated and used as normal for

plane construction. Subsequently, we determine the boundary curve

Figure 5: Schematic outline of the Graham’s Scan algorithm for the
generation of the convex hull.

of the fiber bundle for each plane. In a first step, the intersection
point ti of each fiber with the plane is calculated. If the cluster is
strongly curved, a fiber can intersect the plane more than once. In
this case, we only used the intersection point closest to tb.

A subset of points is then determined depending on the variance
of the location of the points. Geometrically, the value selected for
variance thresholding expresses the extension of the hull around
the center line. From a surgical point of view this is a parameter
of safety. Defining a higher variance leads to the incorporation of
more fibers which extends the size of the fiber tract. It is also useful
to provide the possibility to extend the boundary curve and expand
the enclosed area. This parameter strongly depends on parameters
of fiber tracking and bundling. Defensive tracking and bundling
will decrease safety zones while an offensive choice of parameters
reduces accuracy of the tract system. These limitations cannot be
overcome with improved variance selection but influence it.

The resulting set of points serves as input for the Graham’s Scan
algorithm [16] we used to generate the convex hull. This algorithm
first searches for an outer point in the set as base point q by com-
paring coordinates. Afterwards, an edge connecting q with an ar-
bitrary second point from the set is chosen as reference. Consecu-
tively, the angles between the reference edge and each connection
to other points in the set are derived and sorted in ascending order.
Points with the same corresponding angle are sorted ascending by
their distance to q. By connecting all points in the obtained order
the algorithm achieves a star-shaped polygon which avoids crossing
edges. Finally, concave corners are skipped leading to the requested
convex hull (Figure 5).

Instead of the convex hull, it is also possible to determine ellipses
of smallest areas as boundary curves. As an advantage, they have
a smoother surface. The major disadvantage a elliptical hull is the
worse fitting surface around the fibers. Ellipses may feature large
gaps between the border and the included fibers. Depending on
the shape of the tract this disadvantage is more or less serious. If
accuracy is of great interest, ellipses should be avoided.

5.3 Mesh generation

The task of generating a mesh out of several boundary curves is
well known [14]. Here, we implemented a simplified approach fit-
ting the requirements while benefit from the preconditions of our
curves. For rendering the hull, it is advantageous to use triangle
strips due to performance issues. Thus, a regular mesh has to be
generated. As a drawback, the computed bounding curves usually
do not have the same number and distribution of points as required
for this type of mesh. Therefore, an algorithm is used which re-
samples the curve to equalize the number of points to a previously
defined value (Figure 6). The algorithm places the new points by
following the bounding curve creating points after each step with
length l. Thereby, distance l is computed by dividing the length of
the curve by the number of desired points. It must be pointed out



Figure 6: Resampling of the bounding curve. The blue line denotes
the equidistant steps. The red line represents the resulting bounding
curve. Gray areas are clipped.

si

si+1

si+1'

α

ci+1ci

sp

Figure 7: Determination of the new starting point si+1
′ on curve ci+1

by projection of si to sp and succeeding search of the best fitting
curve point on ci+1.

that a certain loss of accuracy is associated with the use of this algo-
rithm since corners of the original polygon are clipped. By choos-
ing a sufficiently small l the produced error is acceptable. The next
step is to search corresponding points on two neighboring curves
ci and ci+1 (Figure 7). First, the algorithm determines a temporary
point sp on curve ci+1 which corresponds to the starting point si on
curve ci. Afterwards, determination of the remaining point pairs is
simple due to equivalent winding generated by the Graham’s Scan
algorithm and the nearly equidistant distribution of the points after
resampling. For the search of si+1

′, si is projected to sp in the plane
of curve ci+1 along the vector from the barycenter of curve ci to
the barycenter of curve ci+1. The algorithm selects the point si+1

′

on curve ci+1 as the new starting point which encloses the smallest
angle α with si+1 and the barycenter of ci+1. The corresponding
normals per vertex are computed by averaging the normals of the
six neighboring triangles.

A special case occurs, if two consecutive planes are intersecting
each other in the range of their corresponding boundary curves. In
this situation, the intersection line is determined and a filling mesh
is inserted on the side with correct plane order analogous to a stan-
dard segment.On the other side with changed plane order a medial
plane is calculated which serves as a basis for a combined boundary
curve connecting the two neighboring segments.

6 VISUALIZATION

All the rendering is based on the OpenGL API. Since surfaces were
stored as triangle strips using vertex arrays convenient rendering
could be applied. The application is embedded into a software en-

vironment for the analysis and visualization of medical image data
which uses Open Inventor for rendering management and Qt for the
GUI which enables user interaction.

Combining the wrapped fibers and direct volume rendering
(DVR) of anatomical images is of great importance since simul-
taneous visualization reveals anatomical relations. Thereby, it is
essential to use datasets matching each other. In almost every case
the reference dataset, received during DTI acquisition, doesn’t pro-
vide sufficient anatomical information due to low resolution and
bad signal-to-noise ratio. On the other hand, other MRI sequences
show very high anatomical detail. Therefore, it is desirable to com-
bine the different data sources in a suitable manner. Assuming an
aligned coordinate system for both, a DTI and an anatomical MRI
dataset, they can be overlaid in a fused representation after registra-
tion in case of strong misalignment. In our case, we used consecu-
tively scanned data which provided sufficient registration accuracy
since patients were sedated. For the visualizations, hardware accel-

Figure 8: Combination of direct volume rendering of high resolu-
tion MRIT 1 data with wrapped pyramidal and optic tract (red and
blue respectively). The rings around the surfaces are more defensive
approximations of the nerve tracts providing more security.

erated DVR [7, 28] was used exploiting advanced features such as
flexible clipping [31] as well as 2D transfer functions (TF) [20].

Due to the opaque nature of the wrapping geometry, it is suffi-
cient to execute the DVR after rendering the surface. Depth-testing
prevents incorporation of occluded slices for volume rendering.

6.1 Lighting

Lighting plays an important role for the perception of the surface
structure of the wrapped bundle. While surfaces based on ellipses
are rather smooth, surfaces based on convex hulls may show small
irregularities because of certain line features which cannot be rec-
ognized without shading. In contrast to that, lighting emphasizes
such bumps and eases interpretation and evaluation of visualization
in this application. Therfore, shading is essential for meaningful
rendering. Gouraud shading already provides good results. Even
better results can be achieved if per-pixel phong shading is applied
(Figure 9). This can be accomplished with shaders that are sup-
ported by current graphics hardware.



Figure 9: Wrapping of a pyramidal tract with the use of convex hulls
rendered without lighting (left) with gouraud shading (middle) and
per-pixel phong shading (right).

6.2 Transparency

Transparency is an excellent tool to compare the generated hulls
with the underlying streamlines. The ability to observe both struc-
tures simultaneously enables the user to identify areas of uncer-
tainty, expressed by less streamlines, while getting indications
about possible dimension of a whole tract (see Figure 10). Thereby,
semi-transparent rendering of a single hull is simple. After the
opaque streamlines the wrapping surface is rendered by performing
front-face culling in a first pass and back-face culling in a second
pass. Due to the low amount of vertices (about 450 vertices per
hull) the suggested 2-pass rendering approach is unproblematic. In
fact, DVR is much more cost intensive than rendering of high res-
olution polygonal hulls due to fragment count and corresponding
3D-texture lookups. For the rendering of several hulls of the same

Figure 10: Rendering of opaque (left) and transparent (right) hull
of the pyramidal tract in combination with streamlines of the corre-
sponding fiber bundle. For the purpose of visual evaluation, semi-
transparent hulls are beneficial while opaque surfaces are more useful
for an application in diagnosis.

bundle with different expansions this approach was extended. In the
first pass the hulls were rendered with enabled front face culling in
a descending order of expansion. Afterwards, ascending order and
enabled back face culling were used. Thus, correct depth sorting is
achieved (Figure 11).

7 RESULTS AND DISCUSSION

The primary objective was the improvement of comprehensive
nerve tract visualization which is accomplished by rendering lines

Figure 11: Combination of three hulls representing different amounts
of enclosed fibers. The inner, opaquely rendered hull incorporates
about 50 % of the fibers. The medial hull covers approximately 70 %
of the fibers and the outer one wraps circa 90 % of the them. Again,
the same pyramidal tract bundle is used and ellipsoids are rendered
for convenience. The larger diameter of the outmost hull at the top
measures about 28.8 mm.

in current applications. As a drawback, lines are limited in a way
that they can only illustrate a direction. Additional information may
be encoded in color or, in case of extensions like (hyper-) stream-
lines, in shape but still geometrical features of an underlying struc-
ture can only be estimated. On the other hand, the actual problem is
the comprehensive display of the very geometric structure of nerve
tracts, especially in neurosurgery.

The basis for the wrapping approach are bundles of fibers result-
ing from tractography and clustering. Fiber tracking was performed
for the whole brain with a threshold of about 0.35 for FA. The aver-
age time for this preprocessing step of a 128×128×60 DTI dataset
was about 60 seconds on a P4 3.0 GHz with 2GB RAM. Since trac-
tography provides only an unsorted set of lines, bundling has to be
performed in a second step. The general decision whether using
manual or automatic bundling depends on the application field. For
the analysis of a single tract system, ROI based bundling is prefer-
able. Firstly, it is much faster compared to automatic bundling and
secondly, expert knowledge is incorporated into the process leading
to a much better selection of relevant fibers. In case of exploration
of the tracking of a while brain, automatic clustering provides suf-
ficient results. Without user interaction clustering generates bun-
dles based only on geometric features of the fibers. Of course this
also means that yet no medical expertise is employed. Additionally,
clustering for a whole brain is very time and resource consuming.
It took up to 10 minutes to generate a complete bundling of a brain
consisting of about 4000 fibers. Especially, clustering based only
on geometrical features needs further investigation.

The comprehensive display is achieved by wrapping surfaces
around bundles. Figure 12 shows this by means of a case of the
pyramidal tract situated very close to a tumor. It can be seen that
the wrapping accomplishes the task of visualizing the appearance
of the nerve tract in a suitable manner and supports better differen-
tiation between abnormal and healthy tissue. Lines are not capable
to provide an easy to interprete border.

Special attention has to be paid to the amount of fibers incor-



Figure 12: Screenshot of our application (left) showing a case of glioma disease with the tumor emphasized by segmentation. The pyramidal
tract (blue) is situated close to the area designated for resection. Hull visualization enables clear identification of the transition between tissues
which helps to protect injury of the tract. For line representation (upper right) this is more ambiguous. Combined rendering of the hull and the
fibers (lower right) clarify the fitting of the surface and show the reliability of the hull.

porated into the wrapping. This parameter influences the exten-
sion of the received surface and is directly related to the underlying
tractography. Offensive fiber tracking leads to wide spread bundles
most likely extending the borders of the nerve tract. On the other
hand, defensive tracking will eventually miss some areas of the tract
which has to be compensated. This can be achieved by adjusting the
corresponding threshold.

Handling of the end section of fiber bundles is a critical point of
wrapping. Most of the bundles fan out at their end, leading to sparse
density of intersection points for the convex hull computation. In
this case, the expressiveness of wrapped bundles decreases and line
rendering is preferable. Therefore, wrapping of fibers is stopped by
a threshold of the variance of the fiber distribution. Since the blurry
characteristic originates from the DTI data itself this behavior is
acceptable. Further processing would lead to misleading visualiza-
tion.

Transparency enables the comparison of different experiments.
Since parameters for wrapping are not identical for all setups, it
is still necessary to tune them. Thereby, visual evaluation of the
results is enhanced by the use of transparent hulls. Simultaneous
rendering of fibers of a bundle and the corresponding hull allows
rating of the surface due to gaps and penetration between fibers
and hull, now visible for the user. Furthermore, several hulls of the
same bundle can be displayed providing the user with additional in-
formation. In clinical application, this may be used to offer several
alternatives to choose for medical evaluation. This is directly re-
lated to DVR. Merging nerve tract visualization with DVR of high
resolution MR data has great potential. Spatial relation, which is

of special interest, between structures is emphasized and hence bet-
ter to interpret due to the direct visual access. It must be pointed
out that this approach requires clipping as a prerequisite since the
visualization of MRI data is very difficult to optimize by the use
of 1D transfer function. Even multidimensional transfer functions
are currently insufficient to extract relevant structures and to define
transparency in a way that a meaningful 3D volume rendering is
obtained.

8 CONCLUSION

We have presented a new technique for comprehensive visualiza-
tion of nerve tracts. The development was encouraged by the de-
mands of neurosurgery where visualization of white matter tracts as
geometric objects is of high value. Our solution comprises a two-
step process extracting tract systems from DTI data and generating
surfaces for a geometric representation. Extraction is achieved by
bundling fibers produced by tractography either manually or auto-
matically by analyzing geometric features of the fibers. Afterwards,
a surface is generated which wraps the desired fibers. Finally, we
applied lighting and transparency to the rendering and combined it
with DVR for anatomical orientation purpose.

Overall, a more comprehensive visualization for DTI fiber tracts
is presented which enriches medical applications such as interven-
tion planning in neurosurgery.



9 FUTURE WORK

Automatic clustering of fibers is a valuable alternative to ROI track-
ing which still has potential for improvement such as the incorpo-
ration of further geometrical features and medical knowledge. In
the future, the visualization will be improved by additionally using
concave hulls which would further increase accuracy of the result-
ing representations of the nerve tracts. Furthermore, the obtained
wrappings will be adapted for the incorporation into neuronaviga-
tion and the operating microscope in the context of an augmented
reality approach.
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