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ABSTRACT

Visitation maps are an effective means to analyze the fregyuef similar occurrences in large sets of uncertain plartic
trajectories. A visitation map counts for every cell the fi@mof trajectories passing through this cell, and it cam the
be used to visualize pathways of a certain visitation pageggn In this paper, we introduce an interactive methodtfer t
construction and visualization of high-resolution 3D tation maps for large numbers of trajectories. To achieisevie
employ functionality on recent GPUs to efficiently voxeligarticle trajectories into a 3D texture map. In this map we
visualize envelopes enclosing particle pathways that@leswed by a certain percentage of particles using diretime
rendering techniques. By combining visitation map cortdiom with GPU-based Monte-Carlo particle tracing we can
even demonstrate the instant construction of a visitatiap from a given vector field. To facilitate the visualizatioh
safety regions around possible trajectories, we furtheegge Euclidean distance transform volumes to thesetosies

on the fly. We demonstrate the application of our approaclviiralizing the variation of stream lines in 3D flows due
to different numerical integration schemes or errors bhtied through data transformation operations, as well as fo
visualizing envelopes of probabilistic fiber bundles in Diictography.
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1. INTRODUCTION

Particle tracing in 3D flow fields is a well-established metlior visualizing the complicated directional structurbatt

can appear in such fields. However, even for very small peations of the local particle velocities the occurrence of
particle trajectories in 3D flow fields can be significantlyfetient. For instance, such perturbations can be caused by
uncertainties in the vector field data itself, or they canltefsom different interpolation or integration schemesidg
particle traversal. For a thorough overview of the différemurces of such perturbations let us refer to Ref. 1, Refnd,

Ref. 3. As a consequence, one has to be aware that in manyecsisege trajectory only shows one possible realization of
a particle path in the data, and that analyzing the data wdrilering the possible trajectory variations can severéallead

the viewer.

In this work we are addressing the problem to efficiently alme variations of characteristic trajectories in 3D flow
fields. To achieve this, we are going to present an intemgctiethod for the construction and visualization of high-
resolution 3D visitation maps for large numbers of trajeet A visitation map counts for every cell the number of
trajectories passing through this cell, and it can then lee ts visualize pathways of a certain visitation percentages,
visitation maps are an effective means to analyze the fremyuef similar occurrences in large sets of uncertain plartic
trajectories.

Our method takes as input a set of trajectories or, as it wilabsumed throughout this paper, a 3D flow field that
can be further accompanied by any local or global pertushatiodel describing the possible directional variatiorthis
field. By intertwining GPU-based Monte-Carlo particle frarin this flow field with the visitation map construction we
can even demonstrate the instant construction of such anoiagpef given flow field.

It is important to note that in this work we will not attemptderive any perturbation model for describing the source of
trajectory variations. Instead, we will assume at everypioi the 3D domain a local uncorrelated probability disitibn
that gives a random variation of the flow vector at this pdiihen using our method for uncertainty visualization in flow
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Figure 1. Left: The trajectories of two thousand particles starting at the pasition in a 3D flow field are visualized. Along every trace
the local particle velocities were slightly perturbed by a random deviatiaticRearacing, visitation map construction, and visualization
takes 175 ms using our approach. Right: By computing distance volunagfven visitation map on the fly, safety margins to possible
pathways can be visualized. For a visitation map of size& 25844, the safety margin to a pathway of a certain visitation percentage
can be computed in less than 130 milliseconds.

fields, this model has to be replaced by an application spenifidel describing the occurring directional variations/e@
such a model, our approach can then be used to visualizeghkimg trajectory variations at interactive rates.

Our method takes advantage of the ever increasing degresralfglism and memory bandwidth on recent graphics
programming units (GPUs), and it uses these capacitiesating massive amounts of particles through a 3D flow field. In
contrast to standard geometry-based flow visualizatiowglier, characteristic trajectories are not rendered tet¢heen,
but they are rasterized in turn into a 3D grid structure tostautt a 3D visitation map. During trajectory extractiamst
map continually collects the footprints of particles tnaieg along their paths, building a scalar field that indisathe
frequency of particle occurrence at every map entry.

Building the visitation map is intertwined with a GPU renidgrthread that shows isosurfaces in the map using volume
ray-casting. We will subsequently call these surfacestatisn envelopes”. As the map is constructed in such a way th
isosurfaces in the accumulated scalar field enclose regibascertain particle visitation percentage, i.e., pathsvinat
have been followed by a certain number of particles, our ntk#ilows visualizing more or less likely pathways at very
high speed. For instance, the visitation envelopes in Feft) were constructed and visualized in less than 180 rimgus
two thousand particles, each of which was followed for 1Q&édration steps. To facilitate interactivity even foryer
large particle sets, we interleave the visitation map cactibn and the visualization of visitation envelopes.téasl of
constructing the visitation map for all particles at ont¢e particle set is partitioned into sub-sets for which cartsion
and visualization is performed successively. In this whg, hap is build progressively at interactive rates, englilie
user to view the emerging map from any desired view point.

To further facilitate the visualization of safety regiorrsand possible pathways, for instance to show which regions
in the domain are very unlikely to be visited by any particles further employ the GPU for the efficient construction
of 3D distance transforms to a given feature volume. Hereuties can interactively select a specific isosurface in the
visitation map to which a distance transform is computedndée isosurfaces that are precisely a certain distance away
from the possible pathways can be selected interactivaelyuard to determine the minimal distance between two objects
Semi-transparent isosurfaces can then be rendered usitggiseariant volume ray-castirfg The right image in Fig. 1
shows such a safety margin that was visualized in & 25544 visitation map in less than 190 ms on the GPU.

The specific contributions our paper makes are
e a novel interactive construction method for visitationurokes on the GPU,

e anew progressive approach for the interactive visuatimadf more or less likely pathways by interleaving visitatio
map construction and direct volume rendering,



e a new combination of GPU visitation maps and distance toanmsf to interactively visualize safety margins around
more or less likely particle pathways.

The remainder of this paper is organized as follows: Afterewing previous work that is related to ours, Section 3
introduces our GPU-based technique to construct visitatiaps in real time. Section 4 describes how safety margins
around visitation envelopes within the visitation map carcbmputed interactively. In Section 5, we present a vadéty
visualization modalities and discuss exemplary expertsienwhich our framework was used to explore local uncetyain
in 3D vector and tensor fields. In Section 6, we evaluate th®peance of our technique, and we conclude the paper with
an outline of future research in the field in Section 7.

2. RELATED WORK

Our approach is based on a number of established techniguésuialization, namely particle tracing, visitation map
construction, and distance transform computation. A thghooverview of the respective research areas is beyond the
scope of this paper; however, for some useful surveys o thiesas let us refer to Ref. 5, Ref. 6, and Ref. 7, respectively

Particle tracing: Interactive flow exploration heavilyiesl on interactive frame rates and is therefore often coreckwith
efficient solutions on graphics hardware. On recent GPUs fitow possible to interactively trace millions of particles
in Cartesian grids using higher order integration schémésand to instantly render these particles using a multitude
of different options including oriented point sprites,df and more complex geometric representations like bamds a
tubes!?-15 Techniques for visualizing uncertainties in vector fieldsall as in the trajectories of particles in such fields
have been proposed nt6-1°

Visitation maps: In the field of Diffusion Tensor Magneticd®@ance Imaging (DT-MRI), visitation maps are often em-
ployed in combination with probabilistic tractography apgches to estimate the locations of fiber bundles and tyzmal
the white matter connectivity patterns in the human bfairfo-22

3D distance transform: Maurer et al. proposed a very effic&gorithm for computing a 3D distance transform in Ref. 23
which, however, relies on frequent concurrent read/witeases—an operation that significantly limits the perforrea

of recent GPUs. The use of geometric primitives for hardveareelerated distance field computation was proposed in
Ref. 24-26. A slice-based GPU framework for computing 3DQadlise transforms was proposed in Ref. 27. Rong and
Tarf® proposed the jump flooding paradigm, which presents a coruation pattern to quickly propagate information in
highly SIMD parallel computing environments such as GPUscdrtly, Schneider et &. introduced a discrete distance
transform using vector propagation on the GPU. For Cartesi#umes as large as 256he 3D distance transform can be
computed in less than 200 milliseconds on recent GPUs.

3. VISITATION VOLUME CONSTRUCTION

Visitation maps (in combination with probabilistic tragtaphy approaches) are extensively used in Diffusion Trenso
Magnetic Resonance Imaging (DT-MRI) to construct a peagmtisitation index for each voxel in a 3D Cartesian voxel
grid 8 7:20-22The general idea is to perform Monte Carlo (MC) particleitrggi.e., to start a particle multiple times from
the same seed position, each time computing it's trajedtoan uncertain vector field. In the following we assume that
the uncertainty—maore precisely, a local error—can be modgfezth uncorrelated probability distribution function, whi
gives at every point in the domain a random variation of thetareat this point. Thus, even though all particles starhat t
same point, the random variation will cause the trajecscigevary.

Before we proceed, let us stress that we do not intend tadat®any new uncertainty model for a particular application
in this work. Rather than that, we are aiming to present amgépproach for the interactive construction of visitatio
maps, regardless of the underlying error model. Therefarthe following we will assume the existence of a random-
vector generator that can be parameterized to any meahjmgiability distribution. This generator takes as inpa
vector and a tuple of random values, and it outputs the rahddeflected vector. In Section 5.1 we will present some
experiments demonstrating specific generators in the xoot&D flow visualization and DTI fiber tractography.

After trajectory extraction, a 3D visitation percentagepnis constructed by counting for each voxel the number
of trajectories that have passed through it. These indioeshen employed to visualize visitation envelopes, e@., t
accentuate those voxels that have been visited by a cegeiemtage of particles.



To provide interactivity, our approach constructs thetatgn map iteratively by interleaving Monte Carlo paricl
tracing, visitation map construction, and the visual@atof visitation envelopes. In each iteration only as manyige
pathways are processed as can be interactively traced andhatated into the visitation map. We harness the massive
processing power of modern GPUs to perform Monte Carlo @artiacing for a large number of trajectories in parallel,
and we exploit their rasterization capabilities to intéikeaty update the visitation map. By doing so, the user cagien
immediate visual feedback that becomes more and more Ieetiad more trajectories are computed. Moreover, this gives
rise to the possibility to position the seed point in the donoe change system specific parameters (both of which requir
to restart visitation map construction) at interactivesand instant visual feedback.

3.1 GPU-based Monte Carlo Particle Tracing

Monte Carlo particle tracing is performediiiterations, each constructimg(perturbed) particle trajectories of lendtn

in parallel. This gives a total dfx n particle traces. Instead of computing all trajectoriesratey after each iteration
the current content of the visitation map is visualized. Téeson therefore is thatcan be made small enough so that
each iteration can be carried out at very high speed, ematiianuser to continually interact with the emerging map or to
interactively change the selected seed position. With rmatemore iterations, the reliability of the visualized tasion
envelopes is increased.

To construct the particle trajectories on the GPU, we buildtee “ping-pong” stream line advection technique in-
troduced in Ref. 11. Generally speaking, this techniqueleyspiwo texture resources, each large enough to store the
positions fom particles, and one additional buffer of size len—the trajectory buffer—to hold the set of particle traces.

Particle integration is performed ien passes, in each of whightraces are progressed in parallel. Each pass receives
the results from the last pass as input, advects the particl¢heir new positions, and subsequently employs an API
specific copy operation to transfer the results as a contigidata block from the output position buffer to the trajegcto
buffer. Since GPUs do not provide a “global” random numberegator, we have to employ a specific strategy to realize the
random-vector generator that is required to calculate dmauty disturbed direction vector. First of all we use an éddal
buffer resource holdingx n x r random number seeds, each assuring to generate a uniqemnseaiienrandom valued
r-tuples along all particle traces. Furthermore, an additiset of ping-pong buffers is created, each large enougbltb
a sequence of x r unique random seed values required during particle adwecti

At the beginning of every Monte Carlo iteration, the cor@sging block ofn x r random values is copied to the
advection random input buffer, and every entry in the inmsifon buffer is set to the single seed position. Duringipker
advection, the vector at the current particle position amandom seed values are fed into the generator, which returns
a perturbed traversal direction as well as updated randexsh\sdues. Particles are then advected to their new posjtion
and together with the updated random seed values they atterwtd the ping-pong output buffers. In Section 5.1 we
present some specific parameterizations of the random nugelberator to show the effect of different error sources on
the trajectories.

Our technique always extraatscomplete trajectories in each Monte Carlo iteration befoaasferring them into the
visitation map to avoid frequent kernel switches betweetigla tracing and the subsequent visitation map update. By
doing so, unnecessary stalls in the graphics pipeline camtited and a large number of trajectories can be extraated i
each frame.

3.2 Trajectory Voxelization

After the execution of each Monte Carlo iteration the exgdarticle trajectories are voxelized into the visitatinap,
which means to find for a particular trajectory all voxelshe visitation map this trajectory is passing through. Simib
the technique proposed in Ref. 30, we employ the graphicst@Rinder directly into a 3D texture in GPU memory, and
we use geometry shader functionality to route primitiveghtr target positions in this map. In the following we déiser
the voxelization of trajectories given by a sequence of 3iitgdn the local object space of the visitation map, which
requires to find all voxels covered by the line segments batviwo adjacent points.



3.2.1 Line voxelization

Let us note first, that we cannot utilize GPU line rasteramafior the voxelization of trajectories into slices of theget
volume, as line rasterization does not guarantee to genarftagment for every intersected texel. The reason is lieat t
GPU rasterizer uses the diamond exit rule to determine wehetliragment should be generated for a texel covered by a
line segment (see Fig. 2), so that some texels will not beeied even though the trajectory is passing through.

GPU voxelization of the line segments that are given by ajapoints in the trajectory buffer is performed by sending
len verticesn times into the rendering pipeline. We employ an instancedvdrall and let the input assembly generate
all necessary values (namelyartex idand aninstance id to access the particle positions in the trajectory buffir.
vertex shader then uses timstance ide [0,...,n— 1] to access one particle trace in the trajectory buffer and¢hix id
€ [0,...,len—1] to fetch the particle positions along a trace. By initialgithe draw call with a line strip topology, the
rendering pipeline then issues a line segment for each padjacent particle positions to the geometry shader stage.

Voxelization of the line segment spanned by the two pagi@gerformed within the geometry shader by generating
a point primitive for each intersected voxel. To computesthgoxels we employ the discrete grid traversal algorithm
proposed iAl. More precisely, for each line segment, the geometry shetdets a grid traversal in the visitation volume
and issues a point primitive to the rasterizer for each vihelray intersects, except for the voxel that contains the li
segment’s end position. By doing so, we do not only avoid amdating duplicate entries within a voxel where two
adjacent line segments intersect, but also exclude segrfremh voxelization if they do not intersect a voxel boundary
Finally, a point primitive is sent into the respective voréthe visitation map, and additive blending is used to intzat
the visitation count at this voxel by one.

3.2.2 Spherical footprints

Voxelizing the particle traces as a set of voxel-sized oiasults in typical staircase patterns in the visitatiopmghis
in turn can lead to highly fragmented isosurfaces in the egisnt visualization, especially if regions of low visibat
percentage are to be visualized.

To alleviate this problem, we propose to not only update theels a trajectory is passing through, but also to slightly
increase the visitation count in their surrounding neighbod. This can be achieved by splatting spherical footprin
along a trajectories, where one splat per control point ooperran voxel is issued. Here, the line voxelization teghe
as presented above can be used in conjunction with the stragput stage to find and store all intersected voxels in an
intermediate vertex buffer before voxelizing sphericaltfwints into the visitation map.

For the voxelization of the spherical footprints we emplbg GPU particle slicing technique presented in Ref. 32.
Here, a geometry shader kernel calculates the first andliestaf the visitation map covered by a footprint according
to a global support radius dfvoxels. For each covered slice, the shader then generagesquilateral triangle oriented
orthogonal to the z-axis of the visitation map and centebeniathe coordinates of a control point.

Before sending a triangle to the rasterizer, the geometgathscales the triangle so that it just covers the croggmeec
between the sphere and the respective target volume sliter. r&scaling, the shader determines for each trianglexer
the distance vector to the particle center and issues thetjye to the rasterization stage. A pixel shader kerneh ttests
for each generated fragment whether the length of the iokztgd distance vector is outside the spherical kernel@tipp
and discards the fragment in that case. For all fragmentsving the test a density value is computed and added to the
target voxel value via additive blending.

To achieve a smooth transition of density values betweerlapy@ng spherical footprints, we determine the density
value at a given position according to thely6-kernel (with constant support raditiy which is generally applied in the
field of particle based fluid dynamics. This kernel is giverficiews:

_ 315 [ (h?—d?)?3 0<d<h
Woonys(d;h) = &7 ig { 0, otherwise. .

While this technique blurs the content of the visitation map also leads to an increasing visitation percentage in
voxels where multiple spherical footprints overlap, is@aces in the resulting scalar fields have a much smoothgresha
and give a much more pleasant visual impression.
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Figure 2. Trajectory voxelization. Left: The standard hardware riast@n cannot be applied due to the diamond exit rule. Voxels
colored red indicate missing entries in the visitation map. Right: Our voxelizapiproach. Voxel colors correspond to the line segment
that triggers the voxelization of a point primitive into the respective grid cell.

4. SAFETY REGIONS

One possible application of our proposed framework is therattive visualization of uncertainty in white matterctra
tography. Probabilistic fiber tractography in combinatith visitation maps can be used in surgical planning rasin

to estimate fiber bundles and, thus, to support surgeon®inglreoperative planning phase. In such a scenario, next to
regions with a high probability of presence for fiber bundiegety margins are of special interest.

To facilitate the visualization of such safety regions, wey the possibility to generate Euclidean distance frans
volumes on the GPU at very high spe@dThe distance transform is computed to particular visitagavelopes in the
visitation map. The particular implementation we use is dJ&@iptimized variant of the vector propagation approach
presented in Ref. 33. It is close to exact, with an intrinsioreof 0.12 voxels.

An Euclidean distance transform volume for a given featwleime is generated by sweeping planes along the or-
thogonal axes of the volume. The technique presented inZRehowever, is restricted to volumes of equal size in either
dimension, as the authors only perform sweeps along thészaaxl rotate the volume twice to sweep along the x- and
y-axis. Rotations are required because current GPUs dioly ahsterizing primitives into z-aligned volume slices.

To be able to handle arbitrary volumes and to omit the aduifidragment load introduced by rotating the volume
between consecutive sweeps, we adapt the technique awdoll®he initial sweep along the z-axis is performed by
rasterizing a quadrilateral perpendicular to the sweegction sequentially into the slices of the distance voluiew,
instead of rotating the volume to sweep a plane along andthastion, we represent the sweep plane by a set of individua
line primitives and raster one line in each of the z-aligniezks (see Fig. 3 for a graphical illustration).

Computing the distance transform starts by initializingatéire volume to which the transform is computed. Therefore
all voxels whose value in the visitation map exceeds a sgleminfidence value are marked. The shortest distancest the
features are then computed for every voxel in the distaaestorm volume as described in Ref. 29. In Fig. 1 (right), Big
(right) and Fig. 7 a number of examples demonstrating thetisafety margins are shown.

YA Y

Figure 3. Modification to the GPU-based Euclidean distance transformatefh To avoid rotating the volume between consecutive
passes, sweeps along the x- and y-axis are realized by splitting the pla@epinto individual line segments. Right: An exemplary
safety region with one voxel distance to a particle pathway of low visitatiocgpeage is shown.

5. VISUALIZATION

To visualize visitation envelopes and safety margins attively, we have integrated a GPU-based volume ray-ctsier
supports direct volume rendering as well as the scale imnairendering of isosurfaces as proposed in Ref. 4.

Since the proposed technique intertwines the incremeigabtion map construction and visualization, we do not
normalize the content of the visitation map. Instead, ndimation (according to the total amount of trajectoriesragted
so far) is performed whenever a sample is queried from theestaicture during rendering.



5.1 Visual Experiments

To validate the effectiveness of our proposed techniquénave conducted a number of experiments on different daga set
from two application areas. All data sets employed duringtests were given on 3D Cartesian grids. In the following we
will describe the data sets and techniques used to extegettories in detail.

Uncertain 3D flow trajectories

Extracting characteristic trajectories on the basis afdagian particle tracing is a well-established techniaquié field of
flow visualization. However, errors introduced during tike@ution of the visualization pipeline are often negleasdhe
user is presented only one of many possible realizationgafticle path in the data. Yet, a computed particle trajgcto
can significantly differ from the path a particle might takeréality and, thus, an analysis of individual pathways el

to inaccurate or incorrect conclusions. In the followingpvesent two exemplary experiments modeling errors inttedu

in the visualization stage as normal distributed dire@lqrobability for the Monte Carlo particle tracing stage. ding

s0, the viewer is presented a range of possible variatioaspafrticle pathway. Analyzing this range can be employed to
optimize visualization specific parameters, in turn, iasieg the reliability of the extracted features.

The following 3D flow field data set was used in two experiments

e Flow around a short, wall mounted round cylindein LES simulation of incompressible turbulent flow around
a short wall-mounted cylindét. The size of the data grid is 256128 x 128. From 22 simulated time-steps we
selected several snapshots with highly developed turbalemvisualize uncertain stream lines.

Expl: The first experimental setup focuses on errors arising ft@mapplication of numerical integrators of specific order
to compute particle traces in a fluid flow. Especially in iatdive flow visualization environments, explicit low-orde
integrators are often used in conjunction with a fixed glabap size to extract particle trajectories in real time.

To visualize errors introduced by numerical integratioh weglecting terms of higher order from the taylor series, w
start particle traces from a single seed point and calcukateparticle positions in the Monte Carlo particle tracitage
as follows; For every particlp; in each advection stepy we employ two explicit Runge-Kutta integrators of diffete
order to calculate two intermediate particle positipgsandpy. Here,p, corresponds to the new position obtained with
an integrator of ordes andpy, to a “ground truth” positions obtained with an integratohafher ordetb. We now employ
the integrator error vectorer = pp — Pa @and a normal distributed input random value [0,...,1] to choose a random
position particlgp; moves to as

Pj+1=Pa-+Tr-Verr.

With increasing ordea (a < b) the error vector diminishes and both integrators converglkd same solution. Orders
aandb can be flexibly changed during interactive flow exploratitis, allowing the user to find an appropriate integrator
with respect to a given fixed step si&eand the desired reliability regarding a ground truth indégr. Since our technique
visualizes surfaces of certain visitation percentage ahtiene, users can explore the field and find a suitable iategr
order for the whole flow domain by placing the seed positiderauctively close to regions of interest—e.g. critical goin

In Fig. 4 (left) isosurfaces of low (transparent grey) anghhfopaque green) visitation percentages are shown. The
three images were generated by starting Monte Carlo patt@ting from a fixed seed position, while the integraticsheor
awas increasingly set to 2,3, and 4 (from top to bottom). 25@kettories were extracted in each imalgeyas set to 6.

As can be seen in the lower image, for this specific seed posiind a given global step size, the reliability of a fourth
order integrator closely matches the soundness of the fgrtruith” trajectory. To obtain the right image in Fig.alwas

set to 3,b to 4, and a total of one million particle pathways was comgut&he outer visitation envelope (transparent
grey) corresponds to regions where at least one per mil dicfes has passed through, the inner red surface to regions
where at least forty percent of all trajectories reside. As be seen, even while a wide range of possible stream lines
was extracted, our approach allows to identify a pathwayigti probability intuitively. This example demonstratessho
the presented technique can be employed to detect pathwajghoprobability in uncertain flow fields, where a locally
occurring directional variations is given by an applicatgpecific model.

Exp2: Our second experiment focuses on another source of untgriaithe visualization pipeline. Errors introduced due
to data transformation operations, such as resamplirgrpolation or quantization either prior to or during thetéeea ex-
traction process can drastically change the geometry goadagy of extracted features. To demonstrate how the pogcis



Figure 4. Visualization result for the experimditpl. Ranges of possible trajectories were generated during MC particlegragin
randomly positioning a particle along the integration error vector betweeimteonediate positions calculated with two integrators of
varying order. Left: Three different ranges were extracted bykinimg integrators of increasing order 2,3 and 4 (from top to bottom)
with a “ground truth” integrator of sixth order. As can be seen in the lowagienthe reliability of the extracted feature merely increases
by using a higher order integration scheme. Right: By visualizing isosesfaf high visitation frequency (red), the regions a particle
pathway is more likely to pass through can be depicted intuitively.

at which the vector field data or variables employed durimjgla tracing are stored can influence the visualizaticuite
we proceed as follows; During MC patrticle tracing, whenev@elocity vector is fetched from the flow field, we employ
a 3-tupler of random variables to manipulate each of the vector compusri®y replacing the lastbits of the significand
by an arbitrary bit pattern. The data set used for this tegivisn at 32bit single floating point precision (23 fractidtsp
and we employ an explicit Runge-Kutta scheme of fourth-ofdienumerical particle integration.

Both images in Figure 5 were generated by extracting 50(éstrline trajectories and depict two visitation envelopes
in the visitation map. The opaque red isosurfaces corrasfmthe locations where at least thirty percent of all trizjges
have passed through, while the outer isosurfaces depicneghere at least five per mil of particles have passed tfrou
As can be seen, even for a modeled small loss in precisioe,(b@ras set to 7, which is less than the loss in precision
introduced by switching from single to half precision), Bang only a single trajectory might significantly mislead
the viewer. Whereas the visualization of visitation envempllows to narrow down the probable location of the exact
trajectory in an intuitive way.

Figure 5. Visualization result for the experimé&xp2. To simulate errors introduced due to loss in precision through datadrametion
operations, we generate ranges of possible trajectories by randoargioly the lass bits of the significand of the floating point
velocity vector components. Visualizing visitation envelopes of possiblécfgapathways shed light on the probable location of the
exact trajectory, whereas analyzing a single trajectory might misleadaiwerduring data exploration.

Uncertain 3D diffusion tensor fields

Visitation maps are often used in combination with probatidd white matter tractography techniques to identify fibe
bundles in the human brain. To the best of our knowledge, Visitation maps have not been used in an interactive context
and are only visualized by a maximum intensity projectiotoaxis aligned clip planes. In the following experiment we
will demonstrate how our approach can support experts tenstahd the spatial relation of extracted features by exygo
visitation envelopes in 3D. The following data sets werelliseour experiment:



Figure 6. (a) 2K fiber pathways from a total of 1M were extracted inyeframe. (b) Coronal and (c) axial clip planes with maximum
intensity projections in logarithmic probability color scale. In (d) an isoserfaf low visitation percentage is shown, inside the surface
direct volume rendering was applied.

e |EEE Visualization Contest 2010:he Casel and Case2 DTI data sets, each containing 30 diffustighted gra-
dients on a regular lattice at resolution 12828x 72, were used to reconstruct a Diffusion Tensor field. Least
Squares Fitting was applied to calculate the diffusiondedata. Several of the supplementary data sets (CT, brain
and tumor masks) were used during our visualization to geeontextual information. The data sets are courtesy
of Prof. B. Terwey, Klinikum Mitte, Bremen, Germany.

Exp3: To extract pathways in the tensor fields, an eigen-decortiposif trilinear interpolated tensors was performed
on the GPU to compute eigenvalues, eigenvectors and aspgotoefficients. Our implementation uses the eigensolver
algorithm proposed by Hasan et al. in Ref. 35. The tensodifiesion-deflection technique as proposed by Weinstein et
al. in Ref. 36 was applied to determine the traversal dioecdt a given point in the field. Furthermore, particle posisi
along the pathways were computed by traversing the grid fraxel to voxel.

To create different pathways emanating from a single seied, poeach advection step the traversal direction catedla
with the tensorlines technique was randomly jittered byragi@of 0 < d < 10°. We used a normal distributed importance
sampling on the unit hemisphere around the traversal direcket us note that this setup was only used as a test case to
demonstrate the usefulness of our technique in this apigitarea and does not present a sound model for the prdiyabili
distribution function of the underlying tensor data. Hentbee reader should not interpret the extracted fiber bureies
meaningful features in the data sets.

In Fig. 6 (d) the visualization of a transparent visitatiowelope is shown. The inside of this region depicts direct
volume rendering with a logarithmic probability transfan€tion. Images (b+c) show maximum intensity projectidp cl
planes, which are commonly used in the field of probabilisactography. As can be seen, the exploration in 3D vastly
improves the spatial relations between extracted featdigsires 1 (right) and 7 depict additional isosurface reings
of probabilistic trajectories in combination with safetargins.

Figure 7. A visitation probability isosurface with an enclosing safety regi@hdsvn. Here, a distance transform surface is used to
measure the distance from the fiber bundle to the tumor tissue.



6. PERFORMANCE

Performance statistics were measured on a 3.0 GHz Core 2 @aeessor, equipped with a NVIDIA Geforce GTX480
with 1536 MB local video memory. Results were rendered int@avport at 1600< 1200 resolution.

Performance measures for the Monte Carlo particle traciagpeesented in Table 1. Representative timings in mil-
liseconds (ms) are given in colunfimefor varying amounts{raced and lengthsTraceLengthof particle traces and the
three discussed case studieggeriment. We refer the reader to Section 5.1 for more detail on theleyeg integration
schemes and Monte Carlo random walk models.

Table 1. Performance statistics for GPU-based MC particle tracing.

Experiment| Traces| TracelLength|| Time (ms)
Expl 512 512 6.9
Expl 2048 512 9.4
Expl 512 2048 23.8
Exp2 512 512 6.7
Exp2 2048 512 8.6
Exp2 512 2048 21.2
Exp3 512 128 2.7
Exp3 2048 128 3.3
Exp3 2048 256 4.8

Performance measures for the voxelization of particlesgaato the visitation map are given in Table 2. Represesatati
timings in milliseconds are given in colum¥dxelizationTimgfor visitation maps at varying spatial resolutio@idRe9
and different amounts of particle traceBdce9 at varying length TraceLength Timings are given for three different
voxelization techniques, namely the voxelization of cohproints—i.e., particle positions—along a trajectoGF, line
segmentsl(S) and the splatting of spherical footprints at each contmhip(SF). Column labeleEDT lists timings (in
ms) for the computation of Euclidean distance transfornimwas.

Table 2. Performance statistics for particle voxelization and the computateurclidean distance volumes.

Traces| Trace GridRes \VoxelizationTime EDT
Length CP LS SF

256 1024 256x 128x 128 0.7 ] 6.7 | 8.0 70.3
1024 256 256x 128x 128 0.7 | 96 | 181
1024 1024 256x 128x 128 1.7 | 242 | 32.0
256 1024 | 512x 256x 256 21 | 86 | 86 | 383.8
1024 256 512x 256x 256 22 | 125| 17.8
1024 1024 | 512x 256x 256 29 | 31.3| 34.2
256 1024 | 1024x512x512 || 13.2 | 23.2 | 19.2 || N/A
1024 256 1024x512x 512 || 13.3| 27.2 | 27.8
1024 1024 | 1024x512x512 || 14.2 | 440 | 39.6

Detailed performance measures for the presented expesnaes given in Table 3. Columirajectories per MC
iteration lists the amount and length of trajectories extracted imeframe. Columns labeledisitation map updatand
Euclidean distance transformive timings (in milliseconds) for the voxelization of piaté traces and the computation
of safety margins (when applied). Colun@patialRedists the spatial resolution of the visitation map and thetatice
volume, respectively. ColumiiRgndering lists timings for the isosurface rendering of visitatiowelopes, safety margins
and optional contextual information. Average frame ratesrames per second) achieved during the experimentation
sessions are given in Colummotal average frame raje

Table 3. Performance statistics for the overall system performantesf@resented experiments. Timings marked witl aarrespond
to the rendering time for visitation envelopes, safety margins and two adalitontext volumes.

Experiment| Trajectories per SpatialRes Visitation map Euclidean Rendering| Total average
MC iteration update (ms) distance (ms) frame rate
(amount / length) transform (ms) (FPS)
Expl 1024 /1024 256x 128x 128 31 70 48 6.3
Exp2 1024 /1024 256x 128x 128 32 - 46 11
Exp3 2048/ 256 128x128x 72 7 27 7128 22114
Exp3 2048/512 256x 256x 144 13 126 12/35 6.6/53°




7. CONCLUSION

We have presented a novel approach for visualizing theipoaltvariability of uncertain particle trajectories in 3w
fields. Here we understand by uncertainty the mean deviatidhe vector samples from a given value, and we have
assumed that these deviations can be modeled via knownhplibbfunctions. We have shown that in applications where
these functions are known, and can be evaluated on the Gty efficient approaches for visualizing the uncetiain
in particle pathways in the given fields are possible.

In particular, we have demonstrated interactive methodgherGPU for generating 3D visitation volumes by using
Monte Carlo particle tracing in 3D flow fields. By combiningetbapabilities of recent GPUs to stream millions of parsicle
through a flow field and to rasterize their footprints into at8kture, an instant generation of visitation volumes hanbe
made possible. Hardware-accelerated volume renderingliatahce transform computation allows visualizing trajec
envelopes for particle pathways as well as safety margitisetge regions.

In the future we will extend our research into two differeinedtions. Firstly, we will investigate appropriate mositr
uncertainty in flow fields, for instance, based on wild baajgping or stochastic models for the uncertainty in nunagric
simulations. Secondly, we will apply our techniques to edtke possible variations of flow features that are deriveohf
particle trajectories, such as Lagrangian Coherent $trestor streak lines.
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