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On texture analysis: Local energy transforms versus quadrature filters

Til Aach, Andrés Kaup, Rudolf Mester

Abstract

The well-known method proposed by Laws for texture analysis first subjects the texture to a filter bank, followed by the computation of energy measures, e.g. through local variance estimation. As shown by Unser in 1986, the filter bank application is equivalent to a linear transformation of the grey values of neighbouring pixels. In this contribution, we derive a further linear relationship between the local variances of the filter outputs and the autocorrelation function of the texture process. Furthermore, we examine how the filter bank approach is related to another method based on multifiltering, namely that one using quadrature filter pairs, by means of which the amplitude envelopes of the filtered texture signal can be obtained. It is shown that the texture energy method can be understood as the equivalent of an envelope detector receiver commonly used in AM communication techniques. Feature images provided by the texture energy method are compared with their counterparts resulting from the quadrature filter approach, and criteria helping to decide when to use which one of the methods are given.

Zusammenfassung


Résument

La méthode bien connue proposée par Laws pour l’analyse de texture soumet d’abord la texture à un banc de filtres, suivi par le calcul de mesures de l’énergie, i.e. par estimation de variances locales. Comme Unser l’a montré en 1986,
1. Introduction

The characterization of textured areas in natural images is a fundamental task in a variety of image processing problems, such as classification and recognition, or segmentation. In this context, the term texture generally refers to some property attributed to sets of adjacent pixels, or neighbourhoods. Regarding the observed grey levels of a neighbourhood as realization of a random vector, statistical approaches to texture analysis focus on revealing features of the joint probability density of the components of the random vector. This can for instance be done by the computation of univariate or multivariate statistics, like in the co-occurrence matrix approach. A computationally much more efficient alternative is based on applying a filter bank to the texture signal. The well-known texture energy measures, for instance, are computed by first convolving the given texture signal $s(k, l)$ with a set of small FIR filter masks $h_i(k, l), i = 1, ..., N$, resulting in a set of so-called feature planes $g_{ij}(k, l)$. Assuming the texture signal as stationary, energy measures like estimates of the feature plane variances $\sigma_i^2$ are obtained through the estimation of local univariate statistics by spatial averaging inside each feature plane. Whereas Laws' approach is empirical and rather ad hoc, Unser in a later contribution gives a detailed justification of texture measurements by filter bank analysis. He points out that the outputs $g_{ij}(k, l)$ of the filter bank are a linear transform of the local neighbourhood vector $s_{kl}$ according to

$$g_{ij} = H \cdot s_{kl} \quad \text{with} \quad H = \begin{bmatrix} h_1^T \\ \vdots \\ h_N^T \end{bmatrix},$$

where $g_{ij}$ is a column vector obtained by lexicographically ordering the $N$ filter outputs $g_{ij}(k, l)$. The neighbourhood vector $s_{kl}$ is similarly formed by ordering the grey values $s(m, n)$ lying inside the support area of the filter masks centred at $(k, l)$. Commonly used are filters of square support, with the number of filters equal to the number of coefficients of each filter, i.e. when denoting the filter support area by $M \times M$, we have $N = M^2$. Finally, the row vectors $h_i^T$ result from ordering the coefficients of the filter masks $h_i(m, n)$. One advantage of the filter bank approach is that structural information – otherwise to be evaluated by the computationally demanding estimation of multivariate statistics of $s(k, l)$ – is now reflected in (estimates of) univariate moments of the random variables in the feature planes. The obvious reason for this is that each filter combines the grey levels $s(m, n)$ of the pixels covered by its support area to an output value. The mentioned channel variances $\sigma_i^2$, for

Using a number of filters which is identical to the number of filter coefficients and hence to the dimension $N$ of the neighbourhood vector means that the matrix $H$ is quadratic and invertible, provided the filters are linearly independent.
instance, can be computed from the covariance matrix \( C_s \) of \( s(n) \) by
\[
\sigma_k^2 = h_k^T \cdot C_s \cdot h_k.
\]
They thus depend on the covariances of \( s(k, l) \) [23], and hence also on the probability density \( p(s(n)) \) which fully describes the neighbourhood random vector.

2. Texture energy transforms

So far, we have recalled that the linear relationship (1) exists between the texture \( s(k, l) \) and the feature planes \( g_i(k, l) \), with the connection between the channel variances \( \sigma_i^2 \) and the covariances of \( s(k, l) \) being made by (2). For stationary signals, however, the quadratic form (2) can be simplified to a linear relationship, too, by exploiting the Toeplitz structure of \( C_s \). In this section, however, we take a different approach which shows that the set of (theoretical) channel variances is a linear transform of the autocorrelation function of the texture process within a certain window. Following [2], we will see that the coefficients of the transformation matrix are determined by the aperiodic autocorrelation functions of the convolution masks \( h_i(k, l) \).

Without loss of generality, we assume that \( s(k, l) \) is a zero-mean process. With \( r_{\ell}(k, l) \) denoting the autocorrelation function (ACF) of the \( i \)th feature plane \( g_i(k, l) \), the variance \( \sigma_i^2 \) is given by
\[
\sigma_i^2 = r_{\ell}(0, 0), \quad i = 1, \ldots, N.
\]
As \( g_i(k, l) \) is the result of convolving \( s(k, l) \) with the filter \( h_i(k, l) \), the ACF \( r_{\ell}^h(k, l) \) can be determined from the ACF \( r_{\ell}(k, l) \) of the texture process and the (aperiodic, [18, Chapter 8.4]) autocorrelation function \( r_{\ell}^h(k, l) \) of the filter \( h_i(k, l) \) through the Wiener–Lee theorem [15], which holds for stationary signals:
\[
r_{\ell}^h(k, l) = r_{\ell}(k, l) \ast r_{\ell}^h(k, l)
= \sum_{m, n} r_{\ell}(m, n) \cdot r_{\ell}^h(k - m, l - n),
\]
where the asterisk symbolizes a 2D-convolution. As the aperiodic filter ACFs are zero outside a \((2M - 1) \times (2M - 1)\)-support, it is sufficient to extend the summation over a \((2M - 1) \times (2M - 1)\)-window centred at \((k, l)\). With (3) and (4), and taking into account the central symmetry \( r_{\ell}^h(m, -n) = r_{\ell}^h(m, n) \), the channel variance can be determined by
\[
\sigma_i^2 = \sum_{m, n} r_{\ell}(m, n) \cdot r_{\ell}^h(m, n), \quad i = 1, \ldots, N.
\]
As both \( r_{\ell}^h(k, l) \) and \( r_{\ell}(k, l) \) exhibit central symmetry, each one of the ACFs generally has no more than \( 2(N - M) + 1 \) different, independent coefficients inside the \((2M - 1) \times (2M - 1)\)-window: the central element with \( m = 0, n = 0 \) occurs once, and all others twice. From the independent coefficients of \( r_{\ell}(m, n) \) we form the \( 2(N - M) + 1 \)-dimensional column vector \( r_{\ell} \). Similarly, column vectors \( r_{\ell}^h \) are formed from the independent coefficients of \( r_{\ell}^h(m, n) \), where each coefficient occurring twice is multiplied by a factor 2. Eq. (5) can now be written as the inner product
\[
\sigma_i^2 = (r_{\ell}^h)^T \cdot r_{\ell}.
\]
Arranging the channel variances \( \sigma_i^2 \) into a column vector \( p = (\sigma_1^2, \ldots, \sigma_N^2)^T \), the following relation holds:
\[
p = R_h \cdot r_{\ell} \quad \text{with} \quad R_h = \begin{bmatrix} (r_{\ell}^h)^T \\ \vdots \\ (r_{\ell}^h)^T \end{bmatrix}.
\]
This linear mapping shows that the (estimated) channel variances characterize the portion of the ACF of the texture process inside a window of size \((2M - 1) \times (2M - 1)\). Textural properties which affect the ACF, such as directionality, coarseness, and periodicity, are thus reflected in these measures. Furthermore, as is already indicated by (5), each channel variance \( \sigma_i^2 \) measures the degree of similarity between the texture ACF and the corresponding filter ACF \( r_{\ell}^h(k, l) \). However, the mapping is not injective, as the number of independent coefficients of each ACF exceeds the number \( N \) of filter masks. The matrix \( R_h \) thus is not a square one, but has the dimensions \((2(N - M) + 1) \times N\), with \( N = M^2 \). Some information is lost during the transformation. This explains why the classification performance based on channel variances is slightly
inferior to that of correlation methods, as reported in [23].

Let us now examine the computationally less demanding case of convolution by separable filter masks, where each filter response can be decomposed into two 1D-kernels $h_{1}^\text{Im}(k)$ and $h_{2}^\text{Re}(l)$, i.e. $h_{i}(k, l) = h_{1}^\text{Im}(k) \cdot h_{2}^\text{Re}(l), i = 1, \ldots, N$. The aperiodic ACFs of separable filters exhibit fourfold symmetry, i.e. $r_{1}^{S}(m, n) = r_{1}^{S}(-m, n) = r_{1}^{S}(m, -n) = r_{1}^{S}(-m, -n)$. This means that the number of independent coefficients of each ACF has reduced to $N$: the central coefficient $r_{0}(0,0)$ occurs once, the coefficients with either $m = 0$ or $n = 0$ occur twice, and all others four times. As described above, from the independent coefficients of each ACF $r_{1}^{S}(m, n)$ we form the $N$-dimensional column vector $r_{1}$, where each coefficient is multiplied by the factor indicating how often it occurs (1, 2 or 4). For the special case of fourfold symmetrical texture ACFs, the vector $r_{1}$ can be reduced to $N$ components, too. The mapping can now be written as done above (7), with the transformation matrix $R_{1}$ being reduced to a quadratic one with dimensions $N \times N$, as the number of filters is identical to the number of independent coefficients of each ACF. The transformation is injective if filters with linearly independent aperiodic ACFs are chosen. The channel variances can then be regarded as coefficients of the vector $r_{1}$ with respect to a basis formed by the column vectors of the matrix $(R_{1})^{-1}$. In this case, no information is lost in the course of the transformation. When regarding textures with fourfold symmetrical ACFs only, the filter bank approach should hence work as well as correlation methods for texture analysis.

3. Texture analysis by quadrature filter pairs

In this section, we link the discussed texture energy measures to an approach which extracts texture features by applying pairs of two-dimensional quadrature filters (e.g. [13]). For simplicity, we assume the random texture signals $s(x, y)$ to be defined over continuous spatial coordinates $x, y$. Information about the distribution of its power in different spectral bands can be obtained by applying a set of bandpass filters tuned to different orientations and spatial frequencies to $s(x, y)$, and computing the amplitude envelopes of the filter outputs. Gaussian-shaped Gabor filters [9] are often used for this purpose as they minimize the uncertainty relation [7], thus optimizing the tradeoff between resolutions in the spatial and spectral domains [4, 5]. Such a filter has the complex impulse response

$$h(x, y) = h_{L}(x, y) \exp\{j2\pi(F_{x}x + F_{y}y)\}, \quad (8)$$

with $h_{L}(x, y)$ real and Gaussian-shaped, and $F_{x}$ and $F_{y}$ being the centre frequencies of the bandpass. The real and imaginary components of this impulse response are (approximately) in quadrature. As the complex filter output $g(x, y) = s(x, y) \ast h(x, y)$ is a bandpass signal, it can be written as the product of a complex lowpass signal $g_{L}(x, y)$ with a complex carrier, i.e.,

$$g(x, y) = g_{L}(x, y) \exp\{j2\pi(F_{x}x + F_{y}y)\}. \quad (9)$$

The amplitude envelope $|g_{L}(x, y)|$ is a measure for the power of the texture signal contained in the passband of the filter. With the magnitudes of $g(x, y)$ and $g_{L}(x, y)$ being identical, the amplitude envelope can be computed by $|g_{L}(x, y)| = \sqrt{(\Re\{g(x, y)\})^{2} + (\Im\{g(x, y)\})^{2}}$. The components $\Re\{g(x, y)\}$ and $\Im\{g(x, y)\}$ are available at the outputs of the quadrature filter pair formed from the real and imaginary part of $h(x, y)$.

Since the idea behind the quadrature filter method is to measure the power portions of the texture process contained in different spectral bands, the employed quadrature pairs are formed from narrowband filters, with their centre frequencies chosen such that the overlap between the transfer functions of different filter pairs is negligible.

\footnote{The computational demand of carrying out the filtering for each one of possibly many orientations can be reduced considerably by using so-called steerable filter families, where filters sensitive to arbitrary orientations can be synthesized from a low number of basis filters by appropriate linear combination [8].}
This means that the filter outputs are nearly uncorrelated, regardless of the correlations within $s(x, y)$.

As is well known from communication theory, an alternative to the quadrature filter approach for computing amplitude envelopes of bandpass-filtered signals is to subject the output of the (real) bandpass filter to a full-wave rectification, followed by a lowpass filtering operation [21, p. 154; 15]. This type of envelope detector receiver is commonly used for the demodulation of amplitude-modulated signals. In this case, the output signal $g(t)$ of the bandpass filter is the product of a real lowpass signal $f(t)$ with a real carrier $\cos(2\pi f_0 t)$, i.e. $g(t) = f(t) \cos(2\pi f_0 t)$. The spectrum of the rectified signal $|g(t)|$ consists of (weighted) spectra of the sought envelope $|f(t)|$ repeated with a period of $2/f_0$ along the frequency axis. If the carrier frequency $f_0$ is higher than the cutoff frequency of the modulating lowpass signal $f(t)$, the zeroth spectrum can be recovered by an ideal-like lowpass, yielding an output signal $f_{\text{out}}(t)$ which is proportional to the amplitude envelope $|f(t)|$ of the bandpass signal $g(t)$ according to

$$f_{\text{out}}(t) = \frac{2}{\pi} |f(t)|$$

[21, p. 156].

3.1. Texture energy measures as envelope detectors

The demodulation procedure described above is resembled by one of the methods proposed by Laws in [14] for obtaining energy measures, namely that one which calculates the magnitude $|g_k(l)|$ inside each feature plane, followed by spatial averaging. Magnitude computation is identical to a full-wave rectification, and averaging is essentially a lowpass operation. This particular texture energy approach thus appears as an alternative to the computation of amplitude envelopes through quadrature filters. In contrast to the stated facts in communications, however, where the discussed approaches can be regarded as producing equivalent results, one can here expect the feature images resulting from magnitude computation and averaging only to approximate the amplitude envelopes obtained by means of quadrature filter pairs. The reason for this is that the spatial averaging filter used to recover the zeroth spectrum of $|g_k(k, l)|$ is not even approximately an ideal lowpass. The output of the texture energy chain thus corresponds to the sought ideal envelope $|g_k(k, l)|$ filtered by the non-ideal recovery lowpass. Note that replacing the averaging operation by an approximately ideal lowpass to mend this problem is not applicable in image processing, as this would lead to ringing artefacts at boundaries between different textures. As will be discussed later, however, other types of non-ideal lowpass filters are often better suited than a simple average to adapt the texture energy method to potential later processing steps like segmentation or edge detection.

3.2. Experimental comparisons

To illustrate how far the quadrature filter method and the texture energy approach can be regarded as similar under practical circumstances, textures were processed with the setup given in Fig. 1, where we have reverted to the discrete spatial coordinates $(k, l)$: the texture signal $s(k, l)$ is filtered with a bandpass filter $h_R(k, l)$, which is the real part of the Gabor bandpass of Eq. (8), i.e.

$$h_R(k, l) = h_l(k, l) \cos(2\pi (F_x k + F_y l))$$

and

$$h_I(k, l) = h_l(k, l) \sin(2\pi (F_x k + F_y l))$$

where $h_l(k, l)$ is the amplitude envelope computed using the quadrature filter pair $h_l(k, l) = h_l(k, l) \cos(2\pi (F_x k + F_y l))$ and $h_r(k, l) = h_l(k, l) \sin(2\pi (F_x k + F_y l))$. The output of the texture energy chain thus corresponds to the sought ideal envelope $|g_k(k, l)|$ filtered by the non-ideal recovery lowpass. Note that replacing the averaging operation by an approximately ideal lowpass to mend this problem is not applicable in image processing, as this would lead to ringing artefacts at boundaries between different textures. As will be discussed later, however, other types of non-ideal lowpass filters are often better suited than a simple average to adapt the texture energy method to potential later processing steps like segmentation or edge detection.

Fig. 1. Block diagram of the setup to compare the approaches discussed in the text. The signal $g_k(k, l)$ is a lowpass approximation to the amplitude envelope of the bandpass-filtered texture, whereas $g_k(k, l)$ is the amplitude envelope computed using the quadrature filter pair $h_l(k, l) = h_l(k, l) \cos(2\pi (F_x k + F_y l))$ and $h_r(k, l) = h_l(k, l) \sin(2\pi (F_x k + F_y l))$. 

only difference to the texture energy approach of [14] is that we have replaced the averaging operation by the Gaussian lowpass filter \( h_t(k,l) \). Additionally, the envelope \(|g_t(k,l)|\) of the bandpass-filtered texture is computed as described at the beginning of this section. The filter \( h_t(k,l) \) in the lower branch of Fig. 1 is the imaginary part of \( h(k,l) \), i.e. \( h_t(k,l) = h_t(k,l) \sin(2\pi(F_x k + F_y l)) \). The filtering operations were implemented as convolutions in the spatial domain, with the bandpass filter masks defined on a support area of \( 15 \times 15 \) pixels.\(^a\) A filter example is given in Fig. 2. Its impulse response is given by

\[
h_R(k,l) = \exp\left\{-\frac{k^2 + l^2}{\alpha}\right\} \cos(2\pi(F_x k + F_y l))
\]

for \(-7 \leq k, l \leq 7\). Choosing \( \alpha = 10.6 \), the truncated coefficients of \( h_R(k,l) \) lying outside its \( 15 \times 15 \) support window have less than 1/100 the magnitude of the maximum coefficient \( h_R(0,0) \). The center frequency of the bandpass was chosen to \((F_x, F_y) = (0, 0.25)\).\(^5\)

Fig. 4 shows the resulting feature images for the textured picture of Fig. 3. The similarity of the results \( g_t(k,l) \) obtained by rectifying and lowpass filtering to the amplitude envelopes \(|g_t(k,l)|\) acquired by the quadrature filter pair is evident. However, the amplitude envelopes follow sudden changes, like sharp ‘dropouts’ in the original textures or transitions between areas with different textures much better than their counterparts resulting from the texture energy approach, which are distorted by the non-ideal recovery lowpass.

According to what was said in Section 3.1, the differences between the feature images obtained by quadrature filters and those acquired by the texture energy method should vanish once the former are also subjected to the same lowpass filter \( h_L(k,l) \) which is employed by the texture energy method. Fig. 5, where the result from the right-hand side of Fig. 4 has been convolved with \( h_L(k,l) \), shows that this is indeed the case.

\(^a\)Details of the filter design are beyond the scope of this contribution, as is segmentation. Ample proposals for both can be found in the references.

\(^5\)These frequency notations are normalized with the image size. For a picture of \(256 \times 256\) pixels, \(F_x = 0.25\) corresponds to 64 cycles/image.
4. Conclusions and summary

In connection with further processing of texture features, the consequences of the above facts are the following. Certain types of further processing of texture features – e.g. by segmentation as in [13; 4, Chapter 5B], or by edge detection [16, 22] – often require that the features are first lowpass filtered. As lowpass filtering the quadrature filter features produces results nearly identical to texture energy features, the computationally cheaper texture energy method would in such cases be sufficient. The type of processing intended, however, has implications for the design of the texture energy lowpass used, which now serves the double function of recovering the zeroth-order feature spectrum and preparing the features for the following processing stage: in edge detection, for instance, Gaussian-like-shaped filter kernels should be chosen. Rectangularly shaped filters, like the ones originally used in the texture energy method, are well known to perform inadequately [22, pp. 150, 160]. The bandpass filters employed by the texture energy method may consist of even-symmetric Gabor
filters tuned to different spatial frequencies, so that the validity of established filter bank design schemes remains untouched.

On the other hand, pixel-based (multispectral) classification and segmentation schemes like [12, 19, 1, 17] may be adversely affected by smeared transitions caused by the texture energy lowpass between areas of different textures. In these cases, the quadrature filter approach would thus be better suited than the texture energy method to provide the texture features.

In summary, this contribution first discussed the relationship between texture energy measures at the output of a filter bank applied to texture signals and the ACF of the texture process. For stationary signals, the relationship was shown to be a linear one, which is not generally injective. The coefficients of the transform matrix were given by the coefficients of the aperiodic autocorrelation functions of the filter impulse responses.

Drawing analogies to communication theory, we then showed that the texture energy method can be traced back to the same concept of demodulating envelopes from which also the quadrature filter approach to texture analysis evolved. Replacing the mostly small filter masks preferably used in the texture energy method by truncated Gabor bandpass filters, the similarity between the results produced by both methods could be demonstrated. A comparison showed the superior ability of the quadrature filter pair approach to reconstruct high-frequency components in the envelope images. Criteria for choosing the approach better suited to texture analysis with respect to the intended further processing steps as well as points which should be considered when designing the lowpass filter in the texture energy method were discussed.

Finally, let us note that the texture energy approach does not yield the phase envelope of the bandpass filtered signal, which can be obtained from the complex filter output \( g(x, y) \) in (9). Variations in the phase envelope have been used to discriminate between shifted versions of otherwise identical texture, e.g. by locating zero crossings in the Laplacian of the phase envelope (cf. [5, Chapter 4]). Such discrimination would not be possible by the texture energy approach.
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