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ABSTRACT
For the latest computer vision applications, it becomes more and more popular to take advantage of multichannel cameras (RGB cameras, etc.) to obtain not only gray values but also color information of pixels. The currently most common approach for multichannel camera calibration is the straightforward application of methods developed for calibration of single channel cameras. These conventional calibration methods may give quite poor performances including color fringes and displacement of features, especially for high-resolution multichannel cameras. In order to suppress the undesired effects, a novel multichannel camera calibration approach is introduced and evaluated in this paper. This approach considers each single channel individually and involves different transversal chromatic aberration models. In comparison to the standard approach, the proposed approach provides more accurate calibration results in most cases and should lead subsequently to more reliable estimation results for computer vision issues. Moreover, besides the existing transversal chromatic aberration (TCA) model, further TCA models and correction methods are introduced which are superior to the existing ones. Since the proposed approach is based on the most popular calibration routine, only minimal modifications have to be made to the existing approaches to obtain the improved calibration quality.
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1. INTRODUCTION
Panorama generation, 3D reconstruction, pose and motion estimation using stereo cameras or single cameras with structured patterns are nowadays frequently encountered computer vision issues. The very first step of applications related to such issues is the calibration of the cameras used for image acquisition. This field has been intensively investigated and a large number of publications are available on this topic. Heikkilä and Silven\(^1\) reviewed distortion parameters suggested in literature\(^2,3,4,5\) and derived a comprehensive camera model by combining the fundamental pinhole model with the radial and tangential distortion components. This resulted in a four-step calibration procedure as an extension to the two-step method\(^6\) developed by Tsai. Zhang\(^7\) introduced a flexible calibration technique with a closed-form solution. It is easy to use and expensive calibration objects are no more required. Datta et al.\(^8\) developed an accurate calibration algorithm based on iterative projection of images into a canonical fronto-parallel plane and refinement of control points. For single channel cameras, satisfying results can be obtained using these models and approaches. For the latest computer vision applications, it is of increasing interest to take advantage of multichannel cameras (RGB cameras, etc.) in order to obtain not only gray values but also color information of pixels. If the calibration methods developed for single channel cameras are applied directly for the calibration of such multichannel cameras, they may give quite poor performances due to uncorrected chromatic aberrations: color fringes appear in the image, features are shifted from one channel to another. This is especially the case for high-resolution multichannel cameras.

Alone to chromatic aberrations, as discussed in many papers, the undesired effects can be, partly or totally, removed applying calibration-based or image analysis-based approaches. Mallon and Whelan\(^9\) illustrated in their paper how transversal aberration can be compensated through polynomial-based color plane realignment. Significant improvement can be obtained even for charge-coupled device (CCD) cameras with color filter array (CFA). Klein et al.\(^10,11\) investigated the wavelength dependency of transversal chromatic aberration in multispectral imaging. Using measurements of multiple narrowband color channels, parameters of bivariate, polynomial-based transversal aberration models for both space and wavelength dependency were estimated. Without any
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calibration-based preprocessing, Chung et al.\textsuperscript{12} introduced an image processing method eliminating both axial and transversal aberrations simultaneously for single images. So far, most chromatic aberration corrections are only aiming at obtaining superior quality of color images without consideration of other issues, for instance, exact feature positions, which are also important for most computer vision applications.

In this paper, a novel, non-unique camera model-based calibration approach for multichannel cameras is proposed to represent the color and the spatial information simultaneously correctly. It outperforms the standard calibration approach in most cases. As fundamentals, the standard calibration approach is briefly introduced in Sec. 2. The problems along with it are also illustrated and analyzed. In Sec. 3, the novel calibration approach based on different transversal chromatic aberration models is described. By means of evaluation results presented in Sec. 4, conclusions are drawn and summarized in Sec. 5. The main focus throughout this paper is on RGB cameras since they are the most widely used multichannel cameras.

\section{2. STANDARD CALIBRATION}

\subsection{2.1 Approach}

Most of the current camera calibration approaches are based on the models and methods introduced by Heikkilä and Silven\textsuperscript{1} and Zhang\textsuperscript{7}. Using one unique pinhole camera model for all channels of a camera, a 3D object point with the homogeneous coordinates $X = [X, Y, Z, 1]^T$ in the camera frame is projected into a point in the ideal image plane with the pixel coordinates $p = [u, v, 1]^T$ according to

$$p = K \cdot x = \begin{bmatrix} F_x & \alpha \cdot F_x & C_x \\ 0 & F_y & C_y \\ 0 & 0 & 1 \end{bmatrix} \cdot x \quad (1)$$

where $K$ is the invertible camera intrinsic matrix and $x$ denotes the normalized coordinates of $X$ with $x = [X/Z, Y/Z, 1]^T$. $F_x$, $F_y$ are the focal lengths along the two image axes, $[C_x, C_y]^T$ denotes the principle point coordinates and $\alpha$ is the skew coefficient related to the angle between the two image axes. This pinhole camera model gives only a simplified 3D to 2D projection and is not suitable if high accuracy of camera calibration is required. To deal with this problem, the model is further extended with distortion of lens systems. Without loss of generality, the distortion from a point with normalized coordinates $x$ to a point with distorted normalized coordinates $x'$ is described by

$$x' = f(x). \quad (2)$$

Typical distortion components are radial and tangential as introduced by Brown\textsuperscript{13}. $x'$ is then projected into the image plane with the distorted pixel coordinates $p' = [u', v', 1]^T$ following

$$p' = K \cdot x'. \quad (3)$$

Combining Eqs. (1), (2) and (3), $p$ can be restored according to

$$p = K \cdot f^{-1}(K^{-1} \cdot p') \quad (4)$$

with $f^{-1}(\cdot)$ the inverse function of $f(\cdot)$ if $K$ and $f(\cdot)$ are known.

Using a well-designed calibration pattern (checkerboard, planar circle or ring pattern), feature points are extracted in images of this pattern that are captured for different positions and orientations. With the determined 2D positions of planar feature points, $K$ and $f(\cdot)$ can be solved employing diverse numerical approaches regarding the defined distortion model. All relevant parameters of $K$ and $f(\cdot)$ are optimally estimated to minimize the overall reprojection error of feature points in original images (typically least squares). Therefore, the extrinsic parameters of the camera, i.e., rotation matrix $R$ and translation vector $t$ of the camera frame with respect to each pattern frame of the calibration images, are solved simultaneously.
2.2 Problems

In most scenarios of computer vision applications, the light sources used for illumination are polychromatic. Due to the different refractive indices of the involved lens system for different wavelengths, chromatic aberrations are unavoidable. They can be further divided into axial chromatic aberration (ACA) for the variation of the focal length and transversal chromatic aberration (TCA) for the displacement of the projections in the sensor plane of a camera from the same object points. In Fig. 1(a), chromatic aberrations are illustrated for red and green light.

In this work, our aim is to analyse the effects of TCA on the camera calibration and to compensate for the aberrations. Some effects caused by TCA in a color image are illustrated in Fig. 1(b). Color fringes are clearly visible in the generated RGB image and give incorrect color information, especially for regions with high contrast like edges in a checkerboard pattern. These color fringes are due to the fact that one object point is not projected at the same pixel position in the R, G and B channels. Besides, we compared the positions where feature points (here: corners of the checkerboard) were detected in the RGB image with the positions where these feature points were detected in the single channels respectively. The feature positions in the RGB image (red plus signs) do not coincide with those in the single channels (green crosses) and the displacement is non-negligible: for R channel $\sim 1.2$ pixels; for G channel $\sim 0.4$ pixel; for B channel $\sim 1.0$ pixel. This leads subsequently to inaccurate estimation of spatial information. The standard calibration approach using only a unique camera model for all channels is unable to remove these undesired effects, since it utilizes the RGB data, which is corrupted by TCA, and does not consider the color channels separately.

3. CALIBRATION WITH TRANSVERSAL CHROMATIC CORRECTION

As shown in Fig. 1(a), the optical parameters are distinct for each wavelength and different camera models should thus be considered. But due to the limitation of physical devices, $n$ camera models at most can be set up for an $n$-channel camera. In consideration of this, our approach treats each single channel of a multichannel camera individually while the standard approach uses a unique camera model for all channels. Using estimated models through calibration, pixels of different channels are remapped onto a reference plane after undistortion and correction of TCA. In the following subsections, for a better understanding of the proposed approach, diverse correction methods and the general calibration approach are introduced sequentially.
3.1 Polynomial-based Correction

As described by Kingslake\(^{14}\), TCA can be further divided into two different aberrations: chromatic variation of distortion and transversal color distortion caused by the refractive index of lens elements changing with wavelength. Mallon and Whelan\(^{9}\) followed this idea and employed a polynomial-based model in their approach for removal of TCA in color images. For each color plane, i.e., for R, G and B in case of RGB cameras, and with respect to a same reference channel, for instance B, the chromatic variation of distortion is approximated using a polynomial up to the fourth order while the transversal color distortion is modeled as a linear term. Regarding this model, they were able to reduce significantly the pixel misalignments between the color planes R, G and B and thus improved the quality of images. This approach can also be further applied on any images captured by an \(n\)-channel camera. For illustration, the realignment of the pixels in the image plane of channel 2 with reference to the image plane of channel 1 is carried out based on a polynomial-based correction function \(c(\theta_{2\to1}, \cdot)\) where \(\theta_{2\to1}\) is a parameter vector with seven coefficients for the polynomial model of aberrations.

The distorted pixel coordinates \(p'_1\) of a point of interest in the image plane of channel 1 can be determined using the distorted pixel coordinates \(p'_2\) of the same point in the image plane of channel 2 and there is

\[
p'_1 = c(\theta_{2\to1}, p'_2). \tag{5}
\]

Despite the analysis of TCA model presented by Mallon and Whelan, they did not extend the polynomial-based model to the multichannel camera calibration for general computer vision issues. To utilize this model in the context of our work, we give here the straightforward extension:

\[
p_1 = K_1 \cdot f_1^{-1}(K_1^{-1} \cdot c(\theta_{2\to1}, p'_2)) \tag{6}
\]

which is immediately available after substituting Eq. (5) into Eq. (4) for channel 1. This equation gives the remapping of distorted pixels from the image plane of channel 2 into the ideal image plane of channel 1. In practice, to improve the computational efficiency, the inverted form of Eq. (6):

\[
p'_2 = c(\theta_{1\to2}, K_1 \cdot f_1(K_1 \cdot p_1)) \tag{7}
\]

is most commonly used due to the forward distortion function \(f_1(\cdot)\). For convenience, the correction of TCA using this polynomial-based model is denoted by P-based correction.

3.2 Homography-based Correction

The polynomial-based correction of TCA was introduced merely to improve the visual quality of color images and the principal aim of this model was not to achieve exact estimation of each feature position. This could lead to inaccuracy of the estimated aberration model. Instead of approximately modeled transversal color distortion and realignment of distorted pixel coordinates, a camera model and homography-based TCA correction realigning undistorted pixel coordinates is proposed.

Formally, there are \(n\) projected image points of a given 3D object point in the \(n\) distinct ideal image planes of the \(n\) channels. Taking the camera frames of channel 1 and 2 for instance, the transformation between the homogeneous coordinates \(X_1\) and \(X_2\) of a same object point in the two camera frames is written as

\[
X_1 = \begin{bmatrix} ^1R_2 & ^1t_2 \\ 0 & 1 \end{bmatrix} \cdot X_2 = ^1T_2 \cdot X_2 \tag{8}
\]

where \(^1R_2\) and \(^1t_2\) denote respectively the rotation matrix and the translation vector for the coordinates transformation from the frame 2 to the frame 1; \(^1T_2\) is correspondingly the homogeneous transformation matrix. The normalized coordinates \(x_1\) of \(X_1\) and \(x_2\) of \(X_2\) in the two frames are associated as following:

\[
x_1 = \frac{Z_2}{Z_1} \cdot ^1R_2 \cdot x_2 + \frac{1}{Z_1} \cdot ^1t_2. \tag{9}
\]
Since there are only slight translations and rotations between the camera frames of different channels, the approximations $Z_2/Z_1 \approx 1$ and $||t_3||_p/Z_1 \approx 0$ are considered to be valid for most applications where $Z$ is much greater than the corresponding focal length and $||\cdot||_p$ is the $p$-norm of a vector. Therefore, it is reasonable to assume that there is always a homography $^1H_2$ satisfying

$$x_1 \times (^1H_2 \cdot x_2) \approx 0$$  \hspace{1cm} (10)$$

for arbitrary object points, where $\times$ denotes the vector cross product operator. Regarding the camera model described in Sec. 2 and Eqs. (1), (4), (10), the transformation of distorted pixel coordinates $p'_2$ of channel 2 to the distortion-free pixel coordinates $p_1$ of channel 1 is written as

$$p_1 \approx K_1 \cdot \lambda \cdot ^1H_2 \cdot f_2^{-1}(K_2^{-1} \cdot p'_2)$$  \hspace{1cm} (11)$$

where $\lambda$ is a non-zero scale factor. In practice, the inverted form of Eq. (11):

$$p'_2 \approx K_2 \cdot f_2(2^1H_1 \cdot \frac{1}{\lambda} \cdot K_1^{-1} \cdot p_1)$$  \hspace{1cm} (12)$$

is most commonly used. For convenience, the correction of TCA using this homography-based model is denoted by H-based correction.

Until now, there is always an unknown scale factor $\lambda$ in Eqs. (11) and (12). This factor can be omitted by rescaling the term obtained after the coordinate transformation using homography $^1H_2$ or $^2H_1$ so that the rescaled term is in the form of normalized coordinates $x = [X/Z, Y/Z, 1]^T$ with $X$, $Y$ arbitrary and $Z \neq 0$.

### 3.3 Rotation Matrix-based Correction

As discussed in the last subsection, the normalized coordinates $x_1$ and $x_2$ in the two different camera frames of channel 1 and 2 can be associated with each other using Eq. (9). Recalling the approximations $Z_2/Z_1 \approx 1$ and $||t_2||_p/Z_1 \approx 0$, Eq. (9) is simplified to

$$x_1 \approx ^1R_2 \cdot x_2.$$  \hspace{1cm} (13)$$

In contrast to the former model based on homography, the rotation matrix $^1R_2$ is employed here to correct the TCA between different channels and there is

$$p_1 \approx K_1 \cdot ^1R_2 \cdot f_2^{-1}(K_2^{-1} \cdot p'_2).$$  \hspace{1cm} (14)$$

In practice, similar to Eq. (12), the inverted form of Eq. (14):

$$p'_2 \approx K_2 \cdot f_2(2^1R_1 \cdot K_1^{-1} \cdot p_1)$$  \hspace{1cm} (15)$$

is most commonly used. For convenience, the correction of TCA using this rotation matrix-based model is denoted by R-based correction.

### 3.4 Approach

A great advantage of the proposed approach is its implementation based on the most used calibration routine which is extended in this paper with some pre- and postprocessing procedures. Therefore, only minimal modifications have to be made to the existing approaches to obtain improved calibration quality.

As it is already stated, $n$ camera models are considered for an $n$-channel camera to be calibrated. Using the same principle as described in Sec. (2), images of a planar pattern are taken for calibration purpose. Then, these multichannel images are decomposed into gray images which are grouped in such a way that each group contains all the calibration images corresponding to a single channel. Subsequently, the standard calibration approach is applied for each channel respectively. Up to this step, all camera intrinsic matrices $K_i$ and distortion functions $f_i(\cdot)$ with $i \in \{1, \cdots, n\}$ for $n$ channels are available.

To compensate TCA between different channels and thus improve the accuracy of calibration results, pixels from all channels are remapped into the ideal image plane of a reference channel * using the TCA corrections

*For instance, the B channel is chosen as the reference channel for single-chip RGB cameras of the color pattern RGGB.
introduced in Sec. 3.1–3.3 and following Eqs. (6), (11), (14) respectively. Without loss of generality, channel 1 is chosen here as the reference. The remapping of pixels from channel 2 to channel 1 is employed here to illustrate the proposed calibration approach.

Before applying any remapping of pixels, the corresponding parameters must be determined for each correction: vector \( \mathbf{\theta}_{2\rightarrow1} \) of polynomial \( c(\mathbf{\theta}_{2\rightarrow1}, \cdot) \) for P-based correction, homography \( \mathbf{H} \) for H-based correction and rotation matrix \( \mathbf{R} \) for R-based correction. Since all relevant intrinsic and extrinsic parameters are simultaneously estimated for the standard calibration approach, positions of used feature points are also available in camera frames and in image planes.

For P-based correction, as suggested by Mallon and Whelan\(^9\), the 2D positions of feature points determined in decomposed gray images are used and the known correspondences between feature points in the image planes of channel 1 and 2 are considered. The parameter vector \( \mathbf{\theta}_{2\rightarrow1} \) is then solved iteratively in a Gauss-Newton scheme using robust least square techniques\(^15\) according to

\[
\hat{\mathbf{\theta}}_{2\rightarrow1}^{k+1} = \hat{\mathbf{\theta}}_{2\rightarrow1}^k - \eta \cdot \left( \frac{\partial\mathbf{e}(\hat{\mathbf{\theta}}_{2\rightarrow1}^k)}{\partial \mathbf{\theta}_{2\rightarrow1}} \right)^{-1} \cdot \frac{\partial\mathbf{e}(\hat{\mathbf{\theta}}_{2\rightarrow1}^k)}{\partial \mathbf{\theta}_{2\rightarrow1}} \cdot \mathbf{e}(\hat{\mathbf{\theta}}_{2\rightarrow1}^k)
\]

where \( \hat{\mathbf{\theta}}_{2\rightarrow1}^k \) and \( \hat{\mathbf{\theta}}_{2\rightarrow1}^{k+1} \) are estimation of \( \mathbf{\theta}_{2\rightarrow1} \) in the \( k \)-th and \( (k+1) \)-th iteration respectively; \( \mathbf{e}(\hat{\mathbf{\theta}}_{2\rightarrow1}) \) is the remapping error with respect to the current estimation of \( \mathbf{\theta}_{2\rightarrow1} \); \( \eta \) is a constant with \( \eta < 1 \) ensuring for each iteration a decrease in cost \( J = \mathbf{e}^T \cdot \mathbf{Q} \cdot \mathbf{e} \) with estimated covariance matrix \( \mathbf{Q} \) (normally assumed to be an identity matrix).

For H-based correction, normalized 3D coordinates \( x \) of each feature point in camera frames of channel 1 and 2 are used to solve \( \mathbf{H} \). Note that, regarding Eq. (10), \( x_1 \) and \( \mathbf{H}_2 \cdot x_2 \) may differ from one another in a scale factor \( \lambda \), still \( \lambda \) has always a value close to 1. In consideration of this, \( \mathbf{H}_2 \) can be determined applying the direct linear transformation (DLT) algorithm\(^16\),\(^17\).

For R-based correction, according to Eq. (8), the rotation matrix \( \mathbf{R} \) is also available if the transformation matrix \( \mathbf{T} \) is known. It is assumed that there are all together \( M \) feature points in 3D used for calibration with \( M > 3 \). With \( \mathbf{X}_{I,k} \) and \( \mathbf{X}_{II,k} \) the homogeneous coordinates of the \( k \)-th feature in the camera frame of the 1st channel and in the camera frame of the 2nd channel respectively, \( \mathbf{XX}_I \) and \( \mathbf{XX}_{II} \) denote the coordinate matrices \( [\mathbf{X}_1, \mathbf{X}_{I,2}, \cdots, \mathbf{X}_{I,k}, \cdots, \mathbf{X}_I] \) and \( [\mathbf{X}_{II,1}, \mathbf{X}_{II,2}, \cdots, \mathbf{X}_{II,k}, \cdots, \mathbf{X}_{II,M}] \). \( \mathbf{XX}_I \) and \( \mathbf{XX}_{II} \) are then associated using Eq. (8):

\[
\mathbf{XX}_I = \mathbf{T}_2 \cdot \mathbf{XX}_{II}.
\]

In sense of least squares, \( \mathbf{T}_2 \) can be solved after rewriting Eq. (17) into

\[
\mathbf{T}_2 = \mathbf{XX}_I \cdot (\mathbf{XX}_{II}^T \cdot \mathbf{XX}_{II})^{-1}.
\]

For better stability of computation and improved computational efficiency, normalization\(^18\) of coordinates \( \mathbf{XX}_{II} \) and Cholesky decomposition of \( \mathbf{XX}_{II}^T \cdot \mathbf{XX}_{II} \) could be considered.

4. PERFORMANCES

In Sec. 3, we described a new multichannel camera calibration approach using different models for the correction of TCA. To evaluate the performances of the proposed approach with respect to the standard calibration, two complementary experiment setups were considered. The system to be calibrated consisted of a bayer-pattern RGB camera with a resolution of 2448 × 2050 pixels and a lens with a focal length of 16 mm. After calibrations, all acquired images were remapped using Eqs. (2), (3), (6) and (7).

In the first experiment, we analyzed the effect of object colors on the aberrations remaining after the calibration of the target system. We first calibrated the system, with the standard approach and with the approach we proposed in this paper. Then, these calibrations were used to remap the acquired images. For evaluation, a given object available in several different colors was imaged, so that we could follow how feature points of this object were displaced in the remapped images for the different object colors. For each calibration approach and for each feature, we then calculated the standard deviation of the feature pixel positions over the different object colors:
the positions of the feature were determined in the gray images converted from corresponding RGB images after remapping. Our aim was to measure the displacements when objects have different reflectance spectra and are still illuminated by the same light source utilized for the calibration, namely a reflector lamp. We simulated this by acquiring one object illuminated by the light source that we limited spectrally using color filters with central wavelengths of 450, 500, 550, 600 and 650 nm and bandwidths of about 40 nm. This ensured that the 3D positions of the feature points remained the same for all the object colors considered. For each feature point, the standard deviation of the positions found for different object colors is plotted in Fig. 2(a). The horizontal axis gives the distances of the feature points to the principal point of images. The calibration approach we proposed outperforms the standard approach, which does not take TCA into account, with lower standard deviations, i.e., less remaining aberrations. The H-based and the R-based corrections are less sensitive to the variation of object colors than the P-based correction.

In the second experiment, we analyzed the robustness of calibrations against the variation of light sources. First of all, the camera was calibrated under sunlight, using the standard and the proposed approaches. Then, images of the checkerboard were captured under different light sources: sunlight, white LEDs, blue LEDs and red LEDs. Finally, the calibration results obtained under sunlight were utilized for remapping of these acquired images. As explained before, we calculated the standard deviation of feature pixel positions over the different light sources. The results shown in Fig. 2(b) are similar to the first experiment: the proposed approach leads to calibration results more robust against the variation of illuminations.

To obtain a more comprehensive evaluation of the standard and the proposed calibration approaches, further experiments are carried out for different optical systems. We utilized two RGB cameras with different resolutions and two lenses with different focal lengths. The evaluation results of all optical systems are summarized in Tab. 1, together with the results from the previously presented optical system. The two experiments, i.e., concerning object color and illumination respectively, are denoted "experiment 1" and "experiment 2". The standard deviation for each optical system is calculated as previously explained and are written in the two last columns of the table. The proposed approach using the P-based, the H-based or the R-based correction outperforms the standard approach without any correction of TCA (denoted as "none" in the table). The improvement obtained with our correction is evident on the optical system previously analyzed (resolution of 2448 × 2050 pixels and focal length of 16 mm), since the standard deviation is almost divided by a factor of two thanks to the correction. For other optical systems, the improvement is also significant. Even for a camera with relatively low resolution, our approach containing correction of the TCA leads to a lower standard deviation.
Table 1. Experiment results for different optical systems calibrated using the standard and the proposed calibration approaches. Each calibrated system was tested using the two complementary experiment setups and standard deviation are given for the standard calibration (i.e., without correction, denoted as “none”) and for the calibration with TCA corrections using P-, H- and R-based methods. The experiment concerning the color of the acquired object is named “experiment 1” and the experiment concerning the illumination is named “experiment 2”.

<table>
<thead>
<tr>
<th>sensor CFA</th>
<th>sensor resolution</th>
<th>lens focal length</th>
<th>correction</th>
<th>deviations in pixel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>experiment 1</td>
</tr>
<tr>
<td>bayer: RGGB</td>
<td>2448 × 2050</td>
<td>16 mm</td>
<td>none</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>P-based</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>H-based</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R-based</td>
<td>0.42</td>
</tr>
<tr>
<td>bayer: RGGB</td>
<td>2448 × 2050</td>
<td>25 mm</td>
<td>none</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>P-based</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>H-based</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R-based</td>
<td>0.18</td>
</tr>
<tr>
<td>bayer: RGGB</td>
<td>1280 × 960</td>
<td>25 mm</td>
<td>none</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>P-based</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>H-based</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R-based</td>
<td>0.18</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

A novel multichannel camera calibration approach, considering each single channel individually and based on different transversal chromatic aberration models, is proposed in this paper. In comparison to the standard approach, the new approach provides more accurate calibration results in most cases (all our tests) and should lead subsequently to more reliable estimation results for computer vision issues. Moreover, besides the existing TCA models, further model and correction methods which outperform the existing ones are introduced. Since the proposed approach is based on the most used calibration routine, only minimal modifications have to be made to the existing approaches to obtain improved calibration quality.
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